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Abstract A single-stage Make-to-Stock (MTS) production-inventory system con-
sists of a production facility coupled to an inventory facility, and is subject to a
policy that aims to maintain a prescribed inventory level (called base stock) by
modulating production capacity. This paper considers a class of single-stage, single-
product MTS systems with backorders, driven by random demand and production
capacity, and subject to a continuous-review base-stock policy. A model from this
class is formulated as a stochastic fluid model (SFM), where all flows are described
by stochastic rate processes with piecewise- constant sample paths, subject to very
mild regularity assumptions that merely preclude accumulation points of jumps with
probability 1. Other than that, the MTS model in SFM setting is nonparametric in
that it assumes no specific form for the underlying probability law, and as such is
quite general. The paper proceeds to derive formulas for the (stochastic) IPA
(Infinitesimal Perturbation Analysis) derivatives of the sample-path time averages
of the inventory level and backorders level with respect to the base-stock level and a
parameter of the production rate. These formulas are comprehensive in that they
are exhibited for any initial condition of the system, and include right and left
derivatives (when they do not coincide). The derivatives derived are then shown to
be unbiased and their formulas are seen to be amenable to fast computation. The
generality of the model and comprehensiveness of the IPA derivative formulas hold
out the promise of gradient-based applications. More specifically, since the base-
stock level and production rate are the key control parameters of MTS systems, the
results provide the theoretical underpinnings for optimizing the design of MTS
systems and for devising prospective on-line adaptive control algorithms that em-
ploy IPA derivatives. The paper concludes with a discussion of those issues.
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1 Introduction

Production-inventory systems consist of production facilities that feed replenish-
ment product to inventory facilities, driven by random demand and possibly random
production processes, as well as feedback information from inventory to production
facilities. In simple MTS systems, a stage is comprised of a single-product reple-
nishment flow between a pair of coupled production-inventory facilities, such that
production is modulated by inventory state information. An important instance of
production-inventory systems is the Make-to-Stock (MTS) class, where the inventory
facility sends its state information to the production facility as a control signal,
which modulates production with the aim of maintaining the inventory level at a
prescribed level, called base stock level. Such systems can admit backorders when
stock is depleted, or suffer lost sales. This paper is concerned with MTS systems with
backorders (see Section 2), while a forthcoming paper will treat MTS systems with
lost sales.

Economic considerations in supply chains call for effective control of inventory
levels and production rates, in order to optimize some prescribed performance
metric. This motivates on-line algorithms that can adaptively control such systems
over time with the objective of minimizing the inventory on-hand without com-
promising customer service metrics. To this end, we propose to use IPA (Infinitesimal
Perturbation Analysis) derivatives of selected random variables [for comprehensive
discussions of IPA derivatives and their applications, refer to Glasserman (1991),
Ho and Cao (1991) and Fu (1994a, 1994b)]. IPA derivatives provide sensitivity
information on system metrics with respect to control parameters of interest, and
as such can serve as the theoretical underpinnings for on-line control algorithms.
Specifically, let L(6) be a random variable, parameterized by a generic real-valued
parameter 6 chosen from a closed and bounded set ©. The IPA derivative of L(6)
with respect to 6 is the random variable %L(G), provided that it exists almost surely.
An IPA derivative is said to be unbiased, if the expectation and differentiation
operators commute, namely, E[4L(0)] =4 E[L(0)]; otherwise, it is said to be
biased. Sufficient conditions for unbiased IPA derivatives are given in the following
result.

Facr 1 (see Rubinstein and Shapiro (1993), Lemma A2, p. 70)
An IPA derivative 4 L(6) is unbiased, if

(a) For each 0 € ©, the IPA derivatives -4 L(6) exist w.p.1 (with probability 1).
(b) W.p.1, L(0) is Lipschitz continuous in O, and the (random) Lipschitz constant
has a finite first moment.

For IPA-based applications to be general and efficacious, it is necessary that the
requisite IPA derivative formulas satisfy the following requirements:

1. For usability, they should be comprehensive in the sense that they are valid for
any initial condition of the system. In particular, if a left-derivative does not
coincide with its right-derivative counterpart, then both should be exhibited.
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2. For statistical accuracy, they should be unbiased.

3. For generality, they should be nonparametric in the sense that they are solely
computable from the sample path observed without making any distributional
assumptions on the underlying probability law.

4. To enable on-line applications, they should be fast to compute.

Most papers on production-inventory systems (and MTS systems in particular)
postulate specific probability laws that govern the underlying stochastic processes
(e.g., Poisson demand arrivals and exponential service times). For simple systems,
such as the one-stage MTS variety, closed-form formulas of key performance
metrics (e.g., statistics of inventory levels and lost sales or backorders) have been
derived as functions of control parameters. For example, Zipkin (1986) and
Karmarkar (1987) obtain the optimal control of these systems with respect to the
batch sizes and re-order points by standard optimization techniques. For more
complex MTS systems, such as the multi-stage serial variety, closed-form formulas
are not available. A sample path analysis is carried out by Buzacott et al. (1991) for
a 2-stage production system which is governed by the continuous-time base-stock
policy. Diffusion models and deterministic fluid models have been proposed in order
to mitigate the analytical and computational complexity of performance evaluation
and optimal control. For example, Wein (1992) used a diffusion process to model a
multi-product, single-server MTS system, while Veatch (2002) discussed diffusion
and fluid-flow models of serial MTS systems. Note, however, that diffusion models
require a heavy traffic condition in order to be valid approximations (Wein, 1992).
In a similar vein, while deterministic fluid-flow models provide valuable insights into
the control rules of such systems, deterministic modeling may well result in
substantial numerical errors (Veatch, 2002).

Simulation has been widely used to study the performances of complex produc-
tion-inventory systems under uncertainty. Glasserman and Tayur (1995) considered a
class of production-inventory systems under the so-called periodic-review, modified
base-stock policy, and estimated its performance metrics and IPA derivatives using
simulation. While periodic-review policies evaluate system performance at discrete
review times, discrete-event simulation, in contrast, can track system performance
continuously, but this can be overly time consuming for large-scale systems, due to the
large number of events that need to be processed (e.g., arrivals and service com-
pletions). All in all, most papers on stochastic production-inventory systems postulate
a specific underlying probability law, and focus on off-line control and optimization
algorithms.

Recent work has sought to address these shortcomings in the context of fluid-
flow queueing systems, and especially, the stochastic fluid model (SFM) setting,
where transactions carry fluid workload, random discrete arrivals become random
arrival rates and random discrete services become random service rates. SFM-like
settings represent an alternative (continuous or fluid-flow) queueing paradigm,
which differs from the traditional (discrete) queueing paradigm in the way workload
is transported in the system.' Both paradigms are set in a network of nodes, each of
which houses a server and a buffer, where network sources and sinks are viewed as

! For simplicity we address only open networks in this discussion.
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exogenous nodes, and all others as endogenous nodes. Transactions representing
parcels of workload arrive at the network from some source, traverse the network
according to some itinerary, and then depart the network at some sink. The two
queueing paradigms differ, however, in the way workload moves in the system. In
the discrete queueing paradigm, transaction workload moves “abruptly” among
nodes following a service time, while in the continuous queueing paradigm, trans-
action workload moves “gradually” (i.e., flows like fluid) for the duration of its service
time.

A heuristic modeling rationale underlying SFM systems is the assumption that
individual transactions carry miniscule workload as compared to the entire
transaction flow, so the effect of individual transactions is infinitesimal and akin to
“molecules” in a fluid flow. Furthermore, in many cases, a transaction workload
does move gradually from one node to another, rather than abruptly (e.g., a
conveyor belt carrying bulk material, loading and unloading a truck, train, etc.) In
fact, discrete queueing systems can be abstracted as “limiting cases” of continuous
queueing systems, where the flow rate is zero when a transaction is still, but at the
moment of motion the flow rate becomes momentarily infinite; in other words, the
flow rate is akin to a Dirac function. Pursuing this line of reasoning, the “Dirac pulses”
of flow rates in a discrete queueing system can be approximated by high flow rates of
short duration in a continuous queueing system. Whichever reasoning is used, the
modeler can often choose to model a queueing system using either paradigm on equal
footing. Finally, we point out that ceteris paribus, SFM systems enjoy an important
advantage over their discrete counterparts: IPA derivatives in SFM setting are
unbiased, while their counterparts in discrete queueing systems are by and large
biased (Heidelberger et al., 1988). Thus, the local shape of sample paths in the
fluid-flow paradigm confers technical advantages on them. IPA derivatives,
derived in SFM setting, can provide important information and insights for their
discrete counterparts, by applying derivative formulas obtained in SFM setting to
queueing systems that have been traditionally viewed as belonging to the discrete
queueing paradigm. While preliminary unpublished work by one of the authors
suggests that this approach is viable, more work is needed to establish its broad
applicability.

Motivated by the considerations above, Wardi et al. (2002) derived IPA deriva-
tives in SFM setting; we henceforth refer to this approach as IPA-over-SFM. The
paper considered two performance metrics: loss volume and buffer-workload time
average; each of these metrics was differentiated with respect to buffer size, a
parameter of the arrival rate process and a parameter of the service rate process.
The paper showed the IPA derivatives to be unbiased, easily computable and non-
parametric. Consequently, these derivatives can be computed in simulations, or in
the field, and the values can have potential applications to on-line control and
stochastic optimization. Paschalidis et al. (2004) treated multi-stage MTS produc-
tion-inventory systems with backorders in SFM setting. Assuming that inventory at
each stage is controlled by a continuous-time base-stock policy, the paper computed
the right IPA derivatives of the time averaged inventory level and service level with
respect to base-stock levels, and used them to determine optimal base-stock levels
at each stage. Zhao and Melamed (2004) applied the IPA-over-SFM approach to a
class of single-product, single-stage MTS systems with backorders. Using a different
proof methodology from that of Paschalidis et al. (2004), this paper derived the
IPA formulas of the time averaged inventory level and backorder with respect to
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the base-stock level, as well as a parameter of the production rate process. The
goal of this paper is to derive IPA derivatives for Make-to-Stock systems with
backorders, and to show them to be unbiased. The key contributions of this paper
are two-fold.

The first contribution is the derivation of IPA derivative formulas with respect to
the base-stock level for all initial inventory states, including those that lie above the
base-stock level. In contrast, the above-cited references consider only a subset of
initial inventory states; for example, Zhao and Melamed (2004) restricts such
systems to start with a base-stock level of inventory, while Paschalidis et al. (2004)
considers initial inventory states that lie only below the base-stock level. In fact,
we show in this paper that transient IPA derivatives depend strongly on the initial
inventory state, and in some cases, only sided IPA derivatives exist. The impor-
tance of our contribution stems from potential applications of IPA derivatives to
on-line control of MTS systems. Clearly, on-line control applications mandate the
computation of IPA derivatives for all initial inventory states, as well as all sided
derivatives, since a control action can change system parameters at a variety of
system states (which are then considered as new initial states). Moreover, it ob-
viously makes little or no sense to wait for the system to return to selected inventory
states for which IPA derivatives are known, as this could suspend control actions
over extended periods of time. For example, consider the situation where an IPA-
based control action sets the base-stock level to coincide with the current inventory
level (this could happen in applications where inventory levels are discrete), in
which case this paper shows that the sided derivatives exist but are not equal.
These sided derivatives would be needed in due time to decide on the next
control action, where a base-stock level lowering action would call for left IPA
derivatives, while a base-stock level raising action would call for right IPA
derivatives; note that the inventory level just after each control action is consid-
ered to be the new initial inventory state for the purpose of computing the new IPA
derivatives. We point out that Zhao and Melamed (2004) also considers IPA deriv-
atives from an initial inventory state that coincides with the base-stock level, but the
initial inventory state and base-stock level are required there to vary together, which
simplifies the analysis, but does not admit on-line control applications.

The second contribution of this paper is the derivation of IPA derivative formulas
with respect to a production-rate parameter, which models the production capacity that
replenishes the inventory system. Here, our results generalize Wardi et al. (2002) and
Zhao and Melamed (2004), which only consider the case where the left and right IPA
derivatives coincide. In contrast, this paper drops this restriction and derives all sided
IPA derivative formulas, thereby extending the applicability of IPA-based on-line
control.

The computation of the general IPA derivatives in this paper requires major
extensions of the results in the open literature, culminating in more elaborate
formulas. We show that long-run IPA derivatives with respect to the base-stock
level parameter are simpler, and in fact, coincide with published results for a subset
of initial inventory states (e.g., Paschalidis et al. (2004), Zhao and Melamed (2004)).
However, as noted above, IPA-based on-line control applications cannot rely on
long-run IPA derivatives, but must generally utilize their transient counterparts. We
mention that while this paper focuses on the IPA derivatives in MTS systems, our
ultimate goal is to use derivative information for on-line control and optimization of
supply chains, which will be the subject of further research.
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Throughout the paper, we use the following notational conventions and
terminology. The indicator function of set A is denoted by 14 and x* = max{x, 0},
whereas f(x+) and f(x—) denote the right and left limits of f at x and % f(x)
and % f(x) denote, respectively, the right and left derivatives of f at x. A function
f(x) is said to be locally differentiable at x if it is differentiable in a neighborhood
of x; it is said to be locally independent of x if it is constant in a neighborhood
of x.

The rest of the paper is organized as follows. Section 2 presents the production-
inventory model under study. Section 3 provides variational bounds for system
metrics. Section 4 derives IPA derivative formulas and shows them to be unbiased.
Finally, Section 5 discusses the results, their significance and their use in prospective
design and control applications.

2 The Make-to-Stock Model

Consider the traditional single-stage, single-product MTS system, consisting of a
production facility and an inventory facility. The two facilities interact: the latter
sends back orders to the former, while the former produces stock to replenish the
latter. The production facility is comprised of a queue that houses a production
server (a single machine, a group of machines or a production line), preceded by an
infinite buffer that holds incoming production orders. We assume that the
production facility has an unlimited supply of raw material, so it never starves.
The inventory facility satisfies incoming demands on a first come first serve (FCFS)
basis, and is controlled by a continuous-time base-stock policy with some base-stock
level S > 0. More specifically, the inventory and production facilities are coupled,
and have two operational modes as follows:

Normal mode. While the inventory level does not exceed S, the inventory facility
places the orders of incoming demands as discrete production jobs in the pro-
duction facility’s buffer according to some operational rule (to be detailed below).
The production facility fills these outstanding orders and replenishes the in-
ventory facility back to its base-stock level, but no higher. We also refer to this
operational mode as normal operation, because the system strives to reach an
inventory level S, and in so doing, it maintains an inventory level not exceeding S.

Overage mode. While the inventory level exceeds S (this could happen, for exam-
ple, as a result of a control action that lowered S), the production facility buffer is
empty, so production is temporarily suspended until the inventory level reaches or
crosses S from above, at which point normal operation is resumed. We also refer
to this operational mode as overage operation.

The demand process consists of an interarrival-time process of demands and
their random magnitude. Demands arrive at the inventory facility and are satisfied
from inventory on hand (if available). Otherwise, when an inventory shortage is
encountered, the behavior of the MTS queue is governed by the backorder rule as
follows: Any shortage of inventory is backordered from the production facility, and
the demand waits in a FCFS buffer at the inventory facility until the production
facility replenishes the inventory facility with the shortage amount. Thus, the
system’s overall actions aim to move the inventory level to the base-stock level, S.
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2.1 Mapping MTS Systems to SFM Versions

We next proceed to map the traditional discrete MTS system with backorders into an
SFM version, as depicted in Fig. 1. Level-related stochastic processes are mapped
into fluid versions of their traditional counterparts in a natural way, as follows:

Inventory level. The traditional jump process of the level of inventory on hand at
the inventory facility is mapped to a fluid-level counterpart, {I(¢)}, where () is
the (fluid) volume of inventory on-hand at time ¢.

Backorders level. The traditional jump process of the level of backorders at the
inventory facility is mapped to a fluid-level counterpart, {B(t)}, where B(t) is
the (fluid) volume of backorders at time .

Outstanding orders. The traditional jump process of the level of outstanding orders

in the buffer of the production facility is mapped to a fluid-level counterpart,
{X(t)}, where X(z) is the (fluid) volume of outstanding orders at time .

Traffic-related stochastic processes in Fig. 1 are mapped into fluid versions of
their traditional counterparts, as follows:

Arrival rate. The traditional arrival process of discrete demands at the inventory
facility is mapped to a fluid-flow stochastic process, {«(t)}, where a(t) is the
rate of incoming demands at time .

Production rate. The traditional service (production) process of discrete product
at the production facility is mapped to a fluid-flow stochastic process, {u(t)},
where 1(t) is the production rate at time .

Outstanding order rate. The traditional arrival process of signals for placing
discrete outstanding orders at the production facility is mapped to a fluid-
flow stochastic process, {\(f)}, where A(z) is the rate of incoming outstanding
orders at time .

Replenishment rate. The traditional replenishment process of discrete replenished
product from the production facility to the inventory facility is mapped to a
fluid-flow stochastic process, {p(t)}, where p(z) is the replenishment rate of
product at time ¢.

Inventory Facility with

Outstanding Orders Base-Stock Level
o, S
A ( t) l-n.".'....
Inventory
Outstanding ) LIe(\;)eI
id | Orders Level Szli\;)er Replenishment Demands
X(?) p(t) Backorders ()
Level
Production Facility with B()
unlimited Raw Material

Fig. 1 The Make-to-Stock production-inventory system with backorders
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We now proceed to exhibit the formal definitions of all fluid-model components
of the MTS system with backorders.

During overage operation, the inventory process is governed by the one-side
stochastic differential equation

d

F](t) = —a(t), (2.1)
and

B(t)=0, X(t)=0 (2.2)

Mt)=0, p(t)=0. (2.3)

During normal operation, the model satisfies the conservation relation,

X(@)+1(t)— B(t) =S, (2.4)

where
I()=[S-X(1)]", (2.5)
B(1) = [X(1) - 8", (2.6)

and the outstanding orders process is governed by the sided stochastic differential
equation,

d it X(t)=0 and at) < u(r),

0,
%X(f) = {a([) —u(t), otherwise, =7

The arrival-rate process of outstanding orders is given by

[0, it I(r) > S
Al = {a(t), it 1(1) <. 28)

and the replenishment-rate process is given by

A wu(t), if X(t) >0
Pl = {min{u(t),)\(t)}, it X(6) = 0.

2.2 Performance Metrics and Parameters

Let [0, 7] be a given finite time interval, during which system performances are
evaluated before a control action regarding the inventory policy and/or production
rate is taken. One should not confuse T with the review period of a periodic-review
inventory policy.

In this paper, we will be interested in the following random variables, to be
henceforth referred to as performance metrics.
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Inventory time average. The time average of fluid volume of inventory on-hand
over the interval [0, T], given by

Li(T) = & / ! (1) dt. (2.10)
0

T
Backorder time average. The time average of fluid volume of backorders over the
interval [0, 7], given by

1

T
Lu(T) = /0 B(r) dt. 2.11)

Observe that the metrics L;(7T) and Lg(T) are random variables for each 7.
Let 6 € © denote a generic parameter of interest with a closed and bounded
domain ©. We write S(6), w(t,0), L;(T,0),Lg(T,6) and so on to explicitly display
the dependence of a performance random variable on its parameter of interest. Our
objective is to derive formulas for the IPA derivatives % L;(T,6) and & Lg(T, ) in
the SFM setting, using sample path analysis, and to show them to be unbiased.
The parameters of interest in this section are listed below:

Base-stock level. The base-stock level of the inventory facility,
SO)=6, 6co0. (2.12)
Production rate parameter. A parameter of the production rate process, such that
90 wt,0)=1, tel0,T], 60¢cO, (2.13)

interpreted as an additive scaling parameter of the production rate.

2.3 Assumptions

The notion of sample path events pertains to a property of a time point along a
sample path (not to be confused with the ordinary notion of events as aggregates of
sample paths); the distinction can be discerned by context. Similarly to Wardi et al.
(2002), we define two types of sample path events:

Exogenous events. An exogenous event occurs whenever a jump occurs in the

sample path of {«a(r)} or {u(r)}.
Endogenous events. An endogenous event occurs whenever a time interval is
inaugurated, in which X (¢) =0 or X(¢) = S.

Throughout this paper, we assume the following mild regularity conditions [cf.
Wardi et al. (2002)].

ASSUMPTION 1

(a) The demand rate process, {a(t)}, and the production rate process, {u(t)}, have
right-continuous sample paths that are piecewise-constant w.p.1.
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(b) Each of the processes, {a(t)} and {u(t)}, has a finite number of discontinuities
in any finite time interval w.p.1, and the time points at which the discontinuities
occur are independent of the parameters of interest.

(¢) No multiple events occur simultaneously w.p.1.

While parts (a) and (c) above are mild regularity assumptions, part (b) merits
additional motivation as follows. It makes sense to model the demand arrival-rate
process, {«(f)}, as exogenous to the system, and as such we assume it to be inde-
pendent of any parameter of interest, and this is true in particular of its discontinuity
points. The production-rate process, {(f)}, may depend on a scaling parameter, 6 (see
equation (2.13)), but its discontinuity points are assumed independent of . Note that
such discontinuities model a change in production capacity which do not depend on
scaling of the production rate.

The following observations follow from Assumption 1.

OSERVATION 1

1. W.p.1, there exists a finite integer N > 0 and a sequence of (random) time points
0=Ty<Ty<-<Tny<Tny1 =T, such that the process {a(t)— u(t)} is
constant over each interval (T,,T,11), n=0,---,N, and each time point T,,
1 <n <N, is a jump point of the process.

2. Theprocess {a(t) — u(t)} is constant over each time interval (Ty,, Tyy1), n =0, -+, N.

Proof: To prove the first observation, note that the finiteness of N follows from
part (b) of Assumption 1, while the strict inequalities are a consequence of part (c)
of Assumption 1. The second observation follows directly from the first one. [ ]

Finally, we shall be interested in pairs of systems, the original system (indexed by
f) and a perturbed system (indexed by 6 + Af), both starting at the same initial
conditions. To simplify the notation in the sequel, we shall also make the following
assumption, without any loss of practical generality.

AssuMPTION 2 The initial inventory level and initial backorder level do not depend on
0, namely, 1(0,0) = 1(0) and B(0,0) = B(0), for all 6 € ©.

3 Variational Bounds

In this section, we derive variational bounds for various parameterized stochastic
processes and performance metrics in the MTS model with backorders. These
results will be used in subsequent sections to simplify the derivation of IPA
derivatives and to establish their unbiasedness.

OSERVATION 2 For an MTS system with the backorder rule, the stochastic differential

equation (2.7) governing the outstanding order process {X (t)} in normal operation is a
special case of the SFM queue in Wardi and Melamed (2001), where the buffer has
unlimited capacity.
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Proof: Follows from the fact that we can identify the demand arrival rate
process and production rate process, respectively, with the inflow rate process
and service rate process in an infinite-capacity SFM queue from Wardi and
Melamed (2001). [ |

For notational convenience, we define two auxiliary processes. The extended
inventory process, {W(t)}, is defined by

W(t):](t)—B(t):{ Io), it I(1)>0 (3.1)

—B(t), ifI(r)=0.

Thus, W () determines both /(¢) and B(¢) (and vice versa). The extended outstanding
orders process, {Y (t)}, is defined by

Y() = S—1(t), ¥f I(t) > S (overage opera.tlon) (32)

X(1), if I(f) <S (normal operation).

Observe that Y(¢) is negative during overage operation and non-negative during
normal operation, and its time derivative satisfies

a(t), if Y(r)<0
=<0, if Y(#)=0 and «(r) < u(t) (3.3)
a(t) — p(t), otherwise.

Furthermore, equation (2.4) implies the conservation relation
WH)+Y@) =S, t>0, (3.4)

valid for each operational mode (overage and normal). The variational bounds will
be shown to hold with respect to control parameters of interest at each time point,
starting from an arbitrary W(0).

In the remainder of the paper the tilde symbol will always indicate a realization
of a random variable or a stochastic process. Accordingly, let {¥(z,6,y)} denote a
sample path realization of {Y(z,6)} that starts at initial condition y, so ¥(0,6,y) = y.
Furthermore, when we write {¥(z,61,y1)} and {¥(z,6,,y2)}, we mean two sample
path realizations for which the following conditions hold.

1. {¥(t,61,y1)} and {¥(t,0,,y2)} are driven by the same realization, {a(t)}, of the
process {a(t)}.

2. If the process {u(f)} does not depend on 6, then {¥(z,01,y1)} and {¥(z,62,y2)}
are driven by the same realization, {fi(¢)}, of the process {u(¢)}. Otherwise,
{¥(t,01,y1)} and {¥(t, 02, y2)} are driven by corresponding realizations, {7i(t,6;)}
and {%i(t,62)} of the process {u(t)}, related by fi(t,61) — fi(t,62) = 61 — 6,, in
accordance with equation (2.13).

Intuitively, the two realizations have different IPA parameters and start from dif-
ferent initial states, Y(0), but are otherwise driven by the same “randomness” in
arrivals and production. In a similar vein, let {%(¢,6,y)} and {b(z,6,y)} denote the
realizations of the processes {I(z,6)} and {B(z,0)}, respectively, both associated
with {¥(z,0,y)}.
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For each realization {J(, 0, y)} of an MTS with the backorder rule, equation (3.3)
induces a partition of the interval [0, 77,

R(67y) :{R1(9,y),Rz(e,y),R3(9,y)}, (35)

where each region, Ri(f,y), 1 <k <3, is defined by the condition in the
corresponding k-th line of equation (3.3), namely,

Ri(0,y) = {re0,T]: y(1,0,y) <0},
Ra(0,y) = {re[0,T]: y(1,0,y) =0 and &(t) <ji(1)},
Rs(0,y) = {te[0,T]: [¥(t,0,y) =0 and a(r) > fu(t)] or ¥(z,6,y) > 0}.

3.1 Variational Bounds With Respect to the Base-Stock Level

In this section, the IPA parameter of interest is S(6) = 6 for § € O, so the initial state
of the extended outstanding orders process is Y (0,6) = S(0) — W(0).

Lemma 1 For an MTS system under the backorder rule, let y1 < y,. Then for each
0 €0,

0<3(t,0,y2) = 3(t,0,y1) <ya—y1, tel0,T]. (3.6)

Proof: We show that for each 6, the difference realization, {7(¢,6, y2)— ¥(¢,0,y1)}, is
non-increasing in ¢ from the initial value of y, — y; > 0, without changing sign.
We first prove the lefthand inequality of (3.6). By assumption,

y(oveayz)_y(ovevyl):y2_y120' (37)

Observe that if y(t*,60,y,) = y(¢*,0,y1) for some time point ¢*, then y(¢,6,y,) =
¥(t,0,y1) for all £ > ¢*. To see that, note that equation (3.3) implies that once the
realizations synchronize, they remain synchronized thereafter. Finally, since the
difference realization is continuous, it cannot change signs.

We next prove the righthand inequality of (3.6) by noting that in view of equation
(3.7), it suffices to show that the derivative of the difference realization satisfies
A [5(,6,y2) —¥(t,0,y1)] <0 for all £ > 0. To this end, we examine the behavior of
4 5(t,0,y1) and -&5(z,6,y,) in the three regions of the partition (3.5). Informally,
the proof computes —-[(z,6, y>) — ¥(¢,0, y1)] for all pairs of regions in the partitions
associated with each initial state, such that y(¢,6, y;) is in one region and ¥(z,0, y;) is
in the other. More formally, the computation covers ¢ in all intersections of the form
Ri(0,y1) () Rj(0,y2), 1 <i,j <3. However, the following two observations reduce
substantially the number of region-pair cases to be checked. First, there is no need to
check for pairs of regions with the same subscript, i = j, since in their intersection
4 [5(1,6,y2) —¥(t,0,y1)] = 0, trivially. Second, in view of the lefthand side of (3.6), it
suffices to consider only region pairs in which ¥(z,6, y1) < ¥(t,0,y,), since obviously,
%W(l,e,yz) - y(t797y1)] =0 when y(t797y2) = y(ta&yl)'
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Consequently, we need only check the following list of cases.

Case 1: 1€ Ry(0,y1) N\ R2(0,y2). In this case, & [(t,0,y2) — ¥(1,0,y1)] = —a(t) < 0.

Case 2: 1 € Ry(0,y1)(\R3(0,y>). In this case, & [§(z,0,y2) — ¥(t,0,y1)] = —fi(t) <O0.

Case 3: 1 € Ry(0,y1) (\R3(0,y>). In this case, - [§(1, 0, y2) — ¥(t,0,y1)] = &(r) — fi(r)

< 0, where the inequality follows from the definition of the intersection of
Rz(@,)q) and R3(9,y2).

The proof is complete. |

We next derive a variational bound for an MTS system under the backorder rule,
starting from an arbitrary value, wy, of the initial extended inventory, W(0).

ProrosiTioN 1 For an MTS system with the backorder rule, let y1 = S(01) — wo and
2 = 8(62) — wo, where 61,0, € ©, and wy is arbitrary. Then max{|y(t,61,y1)—
y(t,02,y2)[:t € [0, T]} < |61 — 6a].
Proof: Without loss of generality, assume S(6;) = 6; < 6, = S(6,), from which it
follows that 0 <y, — y; = 6, — 61. Applying Lemma 1 to ¥(¢,01,y1) and y(t, 61, y2)
yields

0 < ¥(t,01,y2) = ¥(t,01,31) <0, — 01 €0, T]. (3.8)

The proposition follows immediately from (3.8), by realizing that the realization
{J(t,61,y2)} is identical to {y(t,0,,y2)}, since they start with the same initial state,
and their dynamics are independent of # by equation (3.3). |

CoroLLARY 1 For an MTS system with the backorder rule, let y1 = S(01) — wo and
y2 = 8(62) — wo, for any wy and 6,60, € ©. Then,

[7(t,01,y1) = Ut,02,y2)] <201 = 02, t€[0,T] (3.9)
b(t,01,y1) — b(t,02,y2)| <264 — 6], €0, T). (3.10)
Proof: Equations (3.1) and (3.4) and Proposition 1 imply that
|7, 61, y1) = 70t 602, y2)| = [[S(61) = F(2,61,y1)] " = [S(02) = F(1,62,2)] T <2161 — 6.

A similar proof applies to the backorder process. |

3.2 Variational Bounds With Respect to the Production Rate Parameter

In this section, the IPA parameter of interest is a parameter, 6, of the production
rate process, {u(t,0)}, satisfying equation (2.13).
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ProrosiTiON 2 Let 61,0, € ©, and assume that Y (0,601) = Y(0,0,). Then,
max{|Y(t,6,) — Y(t,0,)|: t €[0,T]} < T101 — 6.

Proof: In view of the fact that {Y(¢,6,)} and {Y(t,6,)} coincide during overage
operation, it suffices to consider the case Y (0,6;) = Y(0,6;) > 0. The proposition
follows immediately from Proposition 3.2 of Wardi and Melamed (2001), because
the proof there is independent of the initial state. [ |

CoRroOLLARY 2 For any 01,0, € ©,

[1(t,01) —1(t,6)| < T |01 — 6], te€][0,T]
and

|B(t,601) — B(t,0,)| < T6, — 62|, te]0,T].

Proof: Follows from equations (3.1) and (3.4) and Proposition 2 by a proof
similar to that of Corollary 1. ]

4 TPA Derivatives

We are now in a position to derive IPA derivatives for various parameterized
stochastic processes and performance metrics in the MTS model.

Let (Q;(),Rj(0)),j =1,...,J(#) be the ordered extremal subintervals of [0, c0),
such that Y(z,6) > 0 for all t € (Q}, R)); that is, the endpoints, Q;(¢) and R;(6), are
obtained via inf and sup functions, respectively. By convention, if any of these
endpoints does not exist, then it is set to co.

OBSERVATION 3

01(0) < Ri(0) < Q2(0) < Ra(0) < ... < Qyp)(0) < Ryp(6), w.p.1. (4.1)
Proof: The strict inequalities will follow in equation (4.1) if we show that the
equalities Q;(0) = R;(#) and R;(#) = Qj;1(#) are impossible. The first equality is

ruled out because the intervals (Q;(f), R;(#)) are extremal by definition. The second
equality is ruled out by part (c) of Assumption 1. ]

4.1 TPA Derivatives with Respect to the Base-Stock Level

In this section we derive IPA derivatives for the performance metrics L;(7,6) and
Lg(T,0) with respect to the base-stock level, § = S(#), from any initial inventory
state. The approach is to first derive IPA derivatives for the inventory process,
{1(z,0)}, and backorder process, { B(z,6)}, and then use the results to derive the IPA
derivatives of the requisite performance metrics.

ASSUMPTION 3

(a) S(0) =0, where 6 € O.
(b) The processes {«(t)} and {u(t)} are independent of the parameter 0.
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The following lemma identifies the time points after which the dependence of
{Y(t,0)} on the parameter 6 ceases.

Lemma 2 For every j=1,...,J(0), the process {Y(t,0) : t > R;(0)} is locally inde-
pendent of 0, and consequently, <Y (t,6) =0 on the event {t > R;(6)}.

Proof: It suffices to prove the lemma for j =1 only, but as the proof remains
unchanged, we prove it for any j. We first show that R;(6) is locally differentiable
with respect to 6 for each j=1,...,J(6). To this end, note that R;(¢) is not locally
differentiable only when the following two simultaneous sample path events occur
at time R;(0): the first is a jump in either of {«(f)} or {u(f)} at R;(¢), and the second
corresponds to /(R;(6),6) = S(0) (equivalently, Y (R;(6),0) = 0). However, part (c)
of Assumption 1 rules out such simultaneous sample path events.

We next prove the lemma on the event {R;(¢) <t < Q;.1(6)}. Since R;(0) <
Qj+1(8) by Observation 3, it follows that Q;1(6) is a jump point of {a(f) — (1)},
such that a(Qy+1(6)-) < p(Qy+1(6)—) while a(Qy41(6)) > u(Qys1(6)). Consequently,
for each j > 1, Qj;1(0) is locally independent of § and Y (¢,6) is locally independent
of 0 on the event {R;(#) <t < Q;41(0)} and vanishes there.

It remains to prove the lemma on the event {t > Q;;1(¢)}. But this follows from
the fact that Y(Qj;1(6),0) is locally independent of # as shown above, and its
derivative values in equation (3.3) involve only «(f) and pu(f), which are independent
of 6. The proof is complete. |

In the next two lemmas we make use of the hitting time, 75(#), defined by

min {t € [0,00) : I(t,0) = S(0)}, if the minimum exists

0, otherwise. (4.2)

Ts(0) = {

Lemma 3 Consider an MTS system with the backorder rule on the event {W(0) <
S(0)} (that is, the system starts in normal operation with backorders or partial
inventory). Then, for any t > 0 and 0 € ©,

(a) On the event A(0) = {W(0) < S(0)}({t < Ts(0)},
d d
@I(t, 0) = %B(I, 0) = 0.
(b) On the event B(0) = {W(0) < S(0)}{t > Ts(0)} N {I(t,6) > 0},
d d
%I(t7 0) =1, %B(t, 6) = 0.
(¢c) On the event C(0) = {W(0) < S(@)}{t> Ts(0)}{B(t,6) >0},

d d
El(r,@) =0, EB(t, 0) = —1.

Proof: By Observation 3,
0=0100) < Ts(0) = Ri1(0) < O2(0) on {W(0) < S(9)}, (4.3)
and this holds for all cases of this lemma.
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To prove part (a), note that by equations (3.1) and (3.3), ’“;53’9) = a(t) — u(t) on

A(0). 1t follows that

Y(1,0) = Y(0,0) + /0 [a(r) — p(r)]dr on A(0).

Substituting the above into equation (3.4) implies that

ot

W(t,6)=S(0)—Y(t,6) =W(0)— /0 [a(r) — p(r)] dr

is independent of # on A(f). It follows from equation (3.1) that I(¢,6) = W(¢)" and
B(t,0) = [-W(t)]* are also independent of 6 on A(6), from which part (a) follows.
To prove parts (b) and (c), we apply Lemma 2 to 7s(¢) = R1(6) and conclude that

%Y(z, 6) =0on {W(0) < SO)} {t> Ts(6)}. (4.4)

Next, equation (3.4) implies that on B(6) one has I(¢,0) = S(0) — Y (¢,0) and B(¢,0) =0,
while on C () one has I(¢,0) = 0 and B(t,0) = Y (¢,0) — S(6). Parts (b) and (c) follow by
differentiating these relations with respect to 6 and substituting equation (4.4). [ |

Lemma 4 Consider an MTS system with the backorder rule on the event {W(0) >
S(0)} (that is, the system starts in overage operation). Then, for any t > 0 and 0 € ©,

(a) On the event A(9) = {W(0) > S(0)} N{t < Ts(6)},
d d
(b) On either of the events B1(0) = {W(0) > S(8)} ({Ts(0) < Q1(6)} N{t > Ts(0)}
Rggt zg > 8{ or  By(0) ={W(0) > S(0)} N{Ts(0) = Q1 ()} (¢ > Ri(0)}
t,0) > 0y,

d d
gl =1 - B(t.6)=0.

(c) On either of the events Ci(0) ={W(0)> SO} {Ts(0) < 0:1(6)} {t>

Ts(0)y N {B(t,0) >0} or  Ca(0) = {W(0) > S(0)} ({Ts(0) = Q1(0)} N{r >
Ri(6)} N{B(,0) > 0},

d d
G1t0) =0, B(t,6) = 1.
(d) Ontheevent D(6) = {W(0) > SO} {Ts(®) = 01(0)} {0O:1(0) <t < R ()}
{I(z,60) > 0},
d _M@(0) 4 _
@' = aei@)y @0 ="
(¢) On the event E(0) = {W(0) > S(0)} N{Ts(0) = 01(0)} ({O:(0) <t < Ry()} N
{B(t,0) > 0},
d _ d _ 1(Q1(9))
@I(t,e) =0, deB(t,e) = T w00
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Proof: To prove part (a), note that by equations (2.2) and (3.1), W(z,0) = I(z,0)
on A(6). It follows from equation (2.1) that %W(r, 0) = —a(t) on A(6). Therefore,

W(t,0) = W(0) — /0 a(r) dr

is independent of § on A(6). From equation (3.1) it follows that I(¢,8) = W(¢)" and
B(t,0) = [-W(t)]" are also independent of § on A(6), from which part (a) follows.
To prove part (b) and (c) on the event By () J Ci(6), note that by Observation 3,

Ts(0) < Q1(0) < Ri(6)  on Bi(6) JCi(6). (4.5)

Clearly, Ts(0) is locally differentiable with respect to 6. By a proof similar to that of
Lemma 2, we conclude that Y (¢, 0) is locally independent of 6 on the event {W(0) >
S(0)}N{Ts(0) < t}. Consequently, parts (b) and (c) on each of the events B;(6) and
C1(9) follow from equation (4.5) by the proof of parts (b) and (c) in Lemma 3.

To prove part (b) and (c) on the event B;(0) |J C»2(), note that by Observation 3,

Ts(@) = Q](@) < Ry (9) < Q2(0) on Bz(@) UCQ(@) (46)

Applying Lemma 2 to Ry (#) yields that Y(¢, ) is locally independent of 6 on the event
{W(0) > S(0)} N{R1(#) < t}. Parts (b) and (c) on each of the events B,(#) and C,(6)
follow from equation (4.6) by the proof of parts (b) and (c) in Lemma 3.

To prove (d) and (e), note first that

01(0)
/0 a(r) dr = W(0) — S(8) = W(0) — 6,

on {W(0) > S0)}([{Ts(6) = Q:(6)}.
Differentiating the above with respect to 6 yields after some manipulation,
L0 = on (W(0) > SO (Ts0) = Qi(0)). (47)
a(01(9))
We next show that both Q;(0) and R;(6) depend on ¢ on {W(0)>SO)}N{Ts(0) =
Q1(0)}. To this end, we write Y(t,0)= 0.0 [a(T) = u(7)]dT on the event
D(9) | E(6), and then differentiate it with respect to 6. It follows that

4 oo d o _ (Q0) — p(©1(6))
Y00 = () = W0 500 =R TGRS

on D(0)| JE(®),

where the second equality is obtained by substituting equation (4.7), and noting the
inequalities a(Q1(0)) > u(Q1(0)) > 0 on the event {W(0) > S(0)} N{01(0) = Ts(0)}.
Finally, equation (3.4) implies that on D(#) one has I(t,0) = S(9) — Y(z,6) and
B(t,0) = 0, while on E(0) one has I(z,0) = 0 and B(¢,60) = Y(t,6) — S(0). Parts (d) and
(e) now follow by differentiating these relations with respect to # and substituting into
equation (4.8.) [ |
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On the event {S(¢) = W(0)}, the situation is more complex, because the left and
right derivatives of /(z,0) and B(t, ) with respect to ¢ do not coincide and must be

computed separately.
We first derive the right-derivatives, -4-1(t, 0) and d(‘jﬁ B(t,0), by borrowing from

Lemma 3 and making use of the hitting time, 7},(¢), given by

min{z€[0, Q1(0)): u(t) > (t)},if the minimum exists on the event { Q; () >0}

T,(0)= R1(0), if Ri(0) exists on the event
s {Q1(8) = 0} UHQ1(9) > 0} ({e(r) = 1), 1 € [0,01(6))}]
00, otherwise.

(4.9)

LemMma 5 Consider an MTS system with the backorder rule on the event
{W(0) = S(0)}(that is, the system starts in normal operation with full inventory).
Then, for any t > 0 and 6 € 6,

(a) On the event A(0) = {W(O) =SSO} N {r < Tu(0)},

I(z 0) = dZ+ B(t,0) =

do+
(b) On the event B(0) = {W(0) =S} N{r> T.(0)} "{I(t,0) >0},
d d
g 166 =1, —=B(1,6) = 0.
(c) On the event C(68) = {W(0)=S(0)}N{t> T,.(0)} {B(t,0) > 0},
d d
agr 160 =0, 5 B(1.0) =

Proof: Consider a perturbed system with S(6+ Af) =60+ A9, where A6 > 0.
Since W(0) = S(6) < S(0 + A9), it follows that the perturbed system starts in normal
operation. Denote AS = S(0 + A9) — S(0). By Observation 3,

0=01(0+A0) < T,(0) < Ri(0+A0) < Qx(0+A0) on {W(0)=S(0)}, (4.10)

and this holds for all cases of this lemma.
To prove part (a), note first that the event {7,(¢) = 0} can be precluded, since it
implies A(0) = (), where ) denotes the empty set. Otherw1se by the definition of

T,(0) and equations (3.1) and (3.3 d‘g{’f wu(t) — a(t) on A(6), so that

t
W(t,0) = W(0) —/ [a(T) — ()] dT on A(6).
0
Furthermore, the definition of 7,(#) ensures that both {W(¢,0)} and {W(¢,0 + Af)}
are bounded from above by S() on the event A(6), so that
ot
W(t,0+ AG) = W(0) — / [a(r) — pu(r)] dr on A(0).
0

We conclude that W(z,6 + Ag) = W(z,0) are independent of 6 on A(#). The rest of
the proof of part (a) is identical to that of part (a) in Lemma 3.
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To prove parts (b) and (c), observe that part (b) of Assumption 1 implies that
there exists € > 0, such that for any A0 < e,

AS
H(Tu(e)) - O‘(Tu(e))

where the inequality p(7,(6)) — a(T,(6)) > 0 follows from the definition of T,,(6).
Clearly, T,(0) is locally differentiable with respect to 6. In view of equation (4.10), it
follows by a proof similar to that of Lemma 2 that Y (¢, + A9) = Y (z, ) on the event
{W(0)=5(0)} N{t>R1(6 +A0)}. But because R (6 + Af) — T,(6) on {W(0) = S(#)}
as A§ — 0 by equation (4.11), we conclude that %Y (¢,6) = 0 on the event B(6)} |J
C(0). The rest of the proof is similar to that of parts (b) and (c) in Lemma 3. H

Ri(0+ A0) = T,(0) +

on {W(0) = S(0)},  (4.11)

We next derive the left-derivatives, & 1(1,6) and & B(t,0), by borrowing from

Lemma 4, and making use of the hitting time, 7, given by

T, = {mln{t €[0,T): at) >0}, if the minimum exists 4.12)
0, otherwise.

Note that T, is independent of 6.

Lemma 6  Consider an MTS system with the backorder rule on the event {W(0) =
S(0)} (that is, the system starts in normal operation with full inventory). Then, for any
t>0and 0 €O,

(a) On the event A(0) = {W(0) =S0)}({t < T.},

d d
(b) On either of the events Bi(6) ={W(0)=S80)}{To <1} Ht>Tu} N
{1(2,0) > 0} or By(9) = {W(0) = S(0)} N{Ta = Q1 (O)} N{t > R (O)} N {1(2,0) > O},

d d

(c) On either of the events Ci(8) = {W(0)=SO0)}{T. < Q:1(O}N{t>T.}N
{B(t,0) > 0} or G3(6) = {W(0) = S(0)} N{Ta = Q1(0)} N{z > Ru(9)} N {B(¢,0) > 0},
d d

(d) On the event D(0) = {W(0) = S(0)} N{T. = Q:1(0)} N{Q1(6) <t <Ri(6)}N
{1(x,6) > 0},

B(t,0) = 0.

d wQ1(0))  d

WI(I’ 0) = «01(0)’ WB(I’ 0) =0.
(e¢) On the event E(0) ={W(0)=SO)}{T.=010)}N{0:1(0) <t<Ri(O)}N
{B(t,0) > 0},
d 4 4 _ 1(@a(9))
e (¢,0) =0, 10" B(t,0) = W010)
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Proof: Consider a perturbed system with S(6 — Af) =60 — A9, where A6 > 0.
Since by assumption W(0) = S(0) > S(6 — Af), it follows that the perturbed system
starts in overage operation. Denote AS = S(0) — S(6 — Af).

To prove part (a), note first that the event {7, = 0} can be precluded, since it
implies A(6) = (). Otherwise, on the event A(6), the perturbed system is in overage
operation with no demand arrivals, so that W(z,6 — A§) = W(0) = W(z,0) on the
event A(6). The rest of the proof follows from that of part (a) in Lemma 4.

To prove parts (b) and (c), observe that part (b) of Assumption 1 implies that
there exists € > 0, such that for any A < e,

AS

T(0 - 80) = T+ 0

on {W(0) = S(6)}, (4.13)

where the inequality «(7,,) > 0 follows from the definition of T,.
To prove part (b) and (c) on the event B;(6) | C1(9), note that by Observation 3,

T < Ts(0— A8) < O1(0) < Ri(6)  on By(6)| JCi(0). (4.14)

Clearly, T, is locally differentiable with respect to §. In view of equation (4.14), it
follows from a similar proof to that of Lemma 2 that Y(¢,0 — A9) = Y(z,0) on the
event {W(0) = S(0)} N{t > Ts(0 — A9)}. But because Ts(0 — Ad) — T, on {W(0) =
S(6)} as A0 — 0 by equation (4.13), we conclude that - Y(z,6) = 0 on the event
B1(0)J C1(0). The rest of the proof is similar to that of parts (b) and (c) in Lemma 4.

We next prove the remaining cases, namely, parts (b) and (c) for the events B (6)
and C,(6), as well as parts (d) and (e). In all these cases, by Observation 3,

Q1(0) = To < Ts(0 — A0) = Q1(0 — AB) < Ry(6)

(4.15)
on By(0)|JC2(0) | JD(O) | EO).
In other words, the process {I(¢,0)} stays at S(6) until time T,, at which point the
arrival rate jumps, such that a(7T,) > u(7,). It follows that

AS
—— |[a(T) — (T
ey [T — (L) e

on By(0)| JC2(0) | D (O)| JE(0).

But over the interval [Ts(6 — Af), Ri(0 — Af)], both the original system and the
perturbed system operate in their respective normal mode and are driven by
identical dynamics. Therefore, the difference process {W(t,0) — W(t,0 — A9)} is
constant and positive over that interval. Consequently, by part (c) of Assumption 1,
we can choose sufficiently small A§ > 0, such that

W(Ts(0 — A),0) = S(6) —

AS [a(Ta) - M(Tn)]
a(Ty) [1(R1(0)) — a(Rq(9))] (4.17)

on By(0)( JCa(0) | JD(O) | JE(®).

Ri(6— A9) = Ry(0) -
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Furthermore, by the definition of 7s(6 —Af) and equation (4.16), W(t,0)—
W(t,0 — Ah) = Aié"—f;), t € [Ts(0 — Ab), R (6 — AF)]. Combining this with equation
(3.4), we conclude that

_ aq(To) = u(Ta)
Y(,0) = Y(1,0 - 46) = AS—— Fep =" (4.18)

on {Ts(60 —A0) <t < Ry(6 —A0)}.
Moreover,
Y(t,0 —A0) =Y(t,0) on {t > Ry(0)}, (4.19)

due to part (c) of Assumption 1. Next, send AS = Af — 0 in equations (4.13) and
(4.17), yielding Ts(6 —Af) — T, and R;(6 — Af) — Ry(0), respectively. The left
derivative & Y(z,6) can now be readily computed on events B;(6) and C,(0) from
equation (4.19), and on events D(#) and E(6) from equation (4.18). Finally, the rest of
the proof of parts (b) and (c) follows similarly to the proof of parts (b) and (c) of
Lemma 4, while that of parts (d) and (e) follows similarly to the proof of parts (d) and

(e) of Lemma 4. |

THeoreMm 1 W.p.1, the IPA derivatives of the inventory time average with respect to
the base-stock level are given for all T > 0 and 0 € © as follows:

(a) On the event {W(0) < S(6)},

d 1 /7

%141(717 9) = 1{T5(0)<T} T AS(0> 1{[([,(;)>0} d[ (420)
(b) On the event {W(0) > S(0)} {Ts(0) < Q1(0)},

d 1 /T

ELI(T» 0) = 1iz5(0)<1) T o Lir0)>0y dt. (4.21)

(c) On the event {W(0) > S(0)} {Ts(0) = Q1(0)},

d 1 ,U/(Ql(e)) min{R;(0),T}
%LI(Ta 0) = L0,0)<1) T [m /Ql(r%) Lit(o)>0y dt (4.22)

T
+1{R1(9)<T}/ , 110501 dl}

Ri(0)
(d) On the event {W(0) = S(0)},

d 1 /7
—L(T,0) =1 — 1 dr. 423
4o+ I( ; ) {T.(0)<T} T /le) {1(1.0)>0} ( )

H

(e) On the event {W(0) = S(0)} {T. < Q1()},

d T
%L](T, 0) = 1{TG<T} T /T 1{l(t,9)>0} dt. (424)

a
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(f)  On the event {W(0) =S(0)} {T. = 01(0)},

d
FL;(T, 0) = 1{0,0)<1} (4.25)

1 /L(Ql(e)) /min{Rl(G),T} /T
= | 1 dr+1 1 dt|.
T |:a(Q1 (9)) Q1<9) {I(t,0)>0} {R1(9)<T} le) {I(t,0)>0}

Proof: We show that Leibniz’s rule can be applied to equation (2.10) yielding

d 1 d T 1 (T d
AT == [ 1 —— [ 4 . 42
d0= I( ,9) T dei/o (t: 0) dr T/; 4ot (t: 6) dr ( 6)

To this end, note that Assumption 1 and Lemmas 3-6 ensure that w.p.1., the sided
derivatives dflg;(’) exist and are finite over the interval [0, T}, except possibly for a
finite number of time points. Furthermore, since the starting time and ending time in
the integral of equation (4.26) are independent of 6, it follows from Corollary 1 that
the differentiation and the integration operations commute there. The theorem now
follows by substituting the values of the derivatives computed in Lemmas 3-6 into

equation (4.26). ]

THEOREM 2 W.p.1, the IPA derivatives of the backorder time average with respect to
the base-stock level are given for all T > 0 and 6 € © as follows:

(a) On the event {W(0) < S(0)},

d 1 r

ELB(T, 0) = _1{Tg(9)<T} 7 /I‘S(g) 1{3([‘9)>0} dl (427)
(b) On the event {W(0) > S(0)} N{Ts(0) < Q1(0)},

d 1 r

—Lp(T,0) = —1ir0)<1) 14B(1.0)>0} dt. (4.28)

a9 T Jrso

(c) On the event {W(0) > S(0)} N{Ts(8) = 01(0)},

d 1 H(Ql (9)) min{R; (0),T}
25 Le(1.0) = —Low<n 7 {m / Liuosopdt (4.29)

Q1(0)
T
+ 4R, (0)<1} / 1iB(1.0)>01 dt}
Ry(0)
(d) On the event {W(0) = S(6)},
d 1 (T
WLB(Tv 0) = ~1(r,00)<1) T o 1B(0)>0y dt. (4.30)
(e) On the event {W(0) = S(0)} N{T. < Q1(0)},
A (T0) =1 1/T1 dt (4.31)
g L0 = ~Lineny 7 | Lisuo-o dt «
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(f) On the event {W(0) =S(0)} {T. = 01(0)},

d 1 0:(0 min{R;(0),T}
——Lg(T,0) = —1i0,0)<1} = [H( 1(6) / Lip(0)>0y dt (4.32)
g r 01(6)

a(Q1(0))

T
+ iR, (0)<1} / 1(B(.0)>0 dt} .
Ry (0)

Proof: Similar to the proof of Theorem 1. [ |

The transient results in Theorems 1 and 2 extend readily to long-run results as
T — oo.

CoRrOLLARY 3 Let H be any of the hitting times Ts(0), R1(8), T,,(0)or T,. Then, the
corresponding parts in Theorems 1 and 2 assume the common forms

. d 1T
}LII;O WLI(Ta 0) = 1{H<oo}}1moc T /0 Lir(o)>0y dt (4.33)
. d 1T
TI‘T;WLB(T’ 9) = _1{H<m}}11>1107 A 1{B([,0)>0} dt (434)
when the limits exist on the corresponding events. [ |

Thus, for T large enough, equations (4.33) and (4.34) provide computationally
handy approximations of the requisite IPA derivatives. Note further that under
ergodic conditions, we can interpret the limits in equations (4.33) and (4.34) as the
long run (equilibrium) probabilities, Pr{/(#) > 0} and Pr{B(6) > 0}, respectively,
where /(6) and B(f) are random variables having the requisite long-run distributions.

Finally, we show that the IPA derivatives of Theorems 1 and 2 are unbiased.

THEOREM 3 Under Assumptions 1 and 3, the sided IPA derivatives with respect to the
base level parameter, -3 L;(T,0) and % Lg(T,0), are unbiased for all T >0 and
0co.

Proof: Theorems 1 and 2 ensure that for all 7 > 0, Condition (a) of Fact 1 is
satisfied for both L;(7,6) and Lg(T,6). On any event of the form {W(0) = wy}, one
has by definition,

I(t,6) =i(1,0,y) and B(t,6) = b(t,0.y),
where y = S(0) — wy. Thus, for any 6,6, € O,

1 T
Liro) - Lt o)l = | [ o) - 1ona
1 0. (4.35)
< T / ‘I(t, 91) - ](Z, 92)| dr < 2|91 - 92|,
0
where the second inequality is a consequence of Corollary 1. Similarly,
|Lg(T,601) — Lp(T,0,)| < 2|61 — 6s]. (4.36)
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Equations (4.35) and (4.36) establish that Condition (b) of Fact 1 holds for both
L(T,0) and Lg(T,0), thereby completing their proof of unbiasedness. ]

4.2 TPA Derivatives with Respect to the Production Rate Parameter

In this section we derive IPA derivatives for the performance metrics L;(7,6) and
Lg(T,6) with respect to a production rate parameter 6. The approach is to first
derive IPA derivatives for the inventory process, {I(¢,6)}, and backorder process,
{B(t,0)}, and then use the results to derive the IPA derivatives of the requisite
performance metrics.

ASSUMPTION 4

(a) The production rate process {u(t,0)} is subject to equation (2.13).
(b) The process {«a(t)}and the base-stock level, S, are independent of 6.

We point out that unlike Wardi et al. (2002) and Zhao and Melamed (2004),
Assumption 4 admits the possibility that the sided IPA derivatives do not coincide.
Indeed, this could happen on events of the form {/(¢,0) = S} N{«a(t) = u(t,6)}. The
probabilities of these events are generally not zero because /(z,0) = S could hold
true for an extended period of time, and by part (a) of Assumption 1, {a(#)} and
{u(t,6)} have sample paths that are piecewise-constant w.p.1.

In this section, we may assume without loss of generality that W(0) < S, since the
replenishment process, {p(f)}, vanishes during overage operation, so that the value
of 6 has no effect on the state of the system until it enters normal mode. Consequently,
we may assume Y (¢,0) > 0 for all ¢ € [0, 7] without loss of generality.

For notational convenience, define Ry(#) = 0, so that we can write Y (¢,6) = 0 on
the extremal intervals [R;(0), Qj1(6)],j=0,1,---,J(#) — 1. For each positive-length
interval [R;(0), Qj+1(0)], let [E;jx(0), Fix(0)]), k=1,2,---,K;(§) be their extremal
subintervals on which «a(t) = u(z,0), if they exist. Otherwise, if they do not exist, we
set K;(0) = 0.

LeEmma 7

(a) Forj=1,---,J(0), Q;j(9) is locally independent of 0 in a right neighborhood of 6.
(b) For all j=0,1,---,J(0) =1, if K;j(0)=0 or if K;(0) >0 and Fjg g(0) <

Qj11(0), then the representation
t

Y(t,0—A0) = /Q " [a(r) — u(r,0 — AD) dT, t € (Qjr1(8),Ri+1(0)), (4.37)

holds for any 6 € © and sufficiently small A§ > 0.
(¢c) Forallj=0,1,---,J(0)—1,k=1,2,--- K;(§), the representation

t

Y(t,0 — A9) = /E " [a(r) — p(1,0 — AD) dT, te (Eix(9),Fir(0), (4.38)

holds for any 6 € © and sufficiently small A > Q.
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Proof: To prove part (a), we first prove it for j =1 by considering the events
{I(0) < S} and {I(0) = S} separately. On the event {/(0) < S}, Q;(6) = 0, which is
independent of #. On the event {I/(0) = S}, note that a(t) — u(z, 6 + A9) < 0 for A9 >
0 in the interval [0, Q;(0)), whence Y(¢,6 + Af) = 0 in the same interval. Further-
more, Q;(0) corresponds to a jump in {«(f) — pu(t,0)} from non-positive value to a
positive value. By part (b) of Assumption 1, such jumps are independent of 6,
whence Q(0) is locally independent of 6 in a right neighborhood of 6.

We next consider any j > 1, and note that for A0 > 0, a(t) — u(t,0 + A9) < 0 in
the interval [R;_1,Q;(#)). Hence, Y(t,6 + Af) =0 in the same interval, and com-
bining this fact with part (c) of Assumption 1, we conclude that Q;(6) is locally
differentiable with respect to 6 in a right neighborhood of 6. The rest of the proof for
j > 11is the same as that for j = 1 above.

To prove part (b), we first prove it for j = 0 by considering the events {/(0) < S}
and {/(0) = S} separately. On the event {/(0) < S}, O1(f) = 0, and it follows from
equation (3.3) that

t
Y(t,0 — A0) = / [a(T) — pu(r,0 — Af)|dr, te (01(8),Ri(0)), (4.39)
01(9)
for any 6 € © and sufficiently small A9 > 0. On the event {/(0) = S}, when K(0) =
0 or when Ko(6) > 0 and Fy k. (0) < Q1(0), then Q;(#) corresponds to a jump in
{a(t) — u(t,0)} from a negative value to a positive one. By part (b) of Assumption 1,
such jumps are independent of 6, so that equation (4.39) again holds.

We next consider any j > 0, and note that when K;(¢) = 0 or when K;(¢) > 0 and
Fik0)(0) < Qjs1(0), then Qj;1(0) corresponds to a jump in {a(r) — u(t,0)} from a
negative value to a positive one. The rest of the proof for j > 0 is the same as that
for j = 0 above.

To prove part (c), note that each Ej () corresponds to a jump in {a(t) — u(t,0)}
from a negative value to zero. By part (c) of Assumption 1, for sufficiently small
Al > 0, each Ej;(0) is the left endpoint of an extremal interval in which Y(¢,0—
Af) > 0, and that left endpoint is locally independent of 6 in a left neighborhood of
6. Therefore, Y (E; (), — A) = 0 and the representation in equation (4.38) follows
from equation (3.3). |

For each interval [R;(0), Qj+1(8)],j=0,1,---,J(6) — 1, define

(0) . { Qj+1 (19), if K/(Q) =0or K/(G) > 0 and F]-’Kj(g)(e) < Q;‘+1(6) (440)

P; ~ | Ejx0), otherwise.

j+l

Part (c) of Assumption 1 ensures that tlflle Pi1(0) exists.
We first derive the right-derivative, 5 Y (0.0).

LemmA 8 Consider an MTS system with the backorder rule. Then, for any t > 0 and
0 €0,

(a) On the events Aj(0) = {R;j(8) <t < Qj1(0)},j=0,1,---,J(0) — 1,

d
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(b) On the events Bj(§) = {Q;() <t < Rj(0)},j=1,---,J(0),

d t
oY) = —/Qj@ dr = 0(0) -

Proof: To prove part (a), note that a(t) — u(t,6) < 0 on the events A;(6) in a right
neighborhood of §. Therefore, Y(¢,6) =0 on each event A;(f) in a right neigh-
borhood of 6. Part (a) now follows from part (c) of Assumption 1.

To prove part (b), we consider the following two cases.

Case 1: event B;(6)({Q1(0) = 0}. On this event, equation (3.3) implies

Y(t,0) =Y(0)+ /Ot[a(T) — p(T, 0)] dr,

where the initial state Y(0) = S — W(0) is independent of 6. Taking right
derivatives with respect to # in the equation above yields

dY(t,0)
do+ / dr
by Assumption 4 and equation (2.13), which is the requisite result.

Case 2: event B;(0)({Q1(0) > 0} or events B;(¢), j > 1. On any of these events,
equation (3.3) implies

V6o = [ o))

since Y(Q;(#),6) = 0. Taking right derivatives with respect to ¢ in the
equation above yields

MU0 — 0(Q,(01)) — 1(Q,(64).0)] - 0,(6) /Qf«» "

4 0.0)

by Assumption 4 and equation (2.13). By part (a) of Lemma 7, prs

0, thereby yielding the requisite result. u

We next derive the left-derivative, de, Y (t,0). For notational convenience, we
shall use the conventions Fj(¢) = R;(0) and E; ,9)11(0) = Oj41(0), for all j = 0,.
J(0) — 1.

?

LeEmMMA 9 Consider an MTS system with the backorder rule. Then, for any t > 0 and
0 e,

(a) On the events Ajr(0) ={Fjx(0) <t <Ej;1(0)}, j=0,1,....J(0) -1, k=
0,1,...,K;(0),

d
2= Y(t,0) =
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(b) On the events Bj(0) = {Ejx(0) <t < Fix(0)}, j=0,1,...,J(0) -1, k=1,...,
K;(0),

d t
—Yt,9:—/ dr = E;j;(6) —t.
dG, ( ) E/‘.k(a) I»k( )

(¢c) On the events Ci(8) = {Q;(0) <t < Rj(0)},j=1,...,J(0),

d

t
—Yt,G:—/ dr = P;(0) —t.
a Ye0== A0

Proof: To prove part (a), note that «(r) — pu(t,6) < 0 on the events A;;(6) in a left
neighborhood of 6. Therefore, Y(¢,§) =0 on each event A;i(f) in a left
neighborhood of 6. Part (a) now follows from part (c) of Assumption 1.

To prove part (b), consider § — A¢ for A@ > 0. On any event Bj (), one has

a(t) = u(t,0) (4.41)

Y(t.6) =0 (4.42)

Y(t,0 — AG) = /[ [a(T) — p(r, 0 — AG)|dT = /t (T, 0) — p(r, 0 — A9)]dr, (4.43)
Ejy (9) Ej (0)

where equation (4.41) and (4.42) follow by definition, and in equation (4.43) the first
equality follows for sufficiently small A9 > 0 from part (c) of Lemma 7, and the
second follows from equation (4.41), equations (4.42) and (4.43) now imply

_ _ t
lim Y(t,0)—Y(t,0 — A9) _ / dr
A6—0 A9 Eix(0)

which is the requisite result for part (b).
To prove part (c), consider again # — Af for A > 0. On the events C;(6), equation
(3.3) implies

Y(1,6) = /Q o) = (o) (4.44)

To complete the proof, we consider two cases.

Case 1: event C;(0) N{Pj(#) < Q;(#)}. On this event, Y(Pj*(#),0 —A#) =0 for
sufficiently small A > 0 by equation (4.40) and part (c) of Lemma 7. It
follows from equation (3.3) and part (c) of Lemma 7 that

t

Y (1,0 — AG)= /P 0) = (0= 80) dr

0;(6) t
:/ [a(T) — u(r,0 — AB)] dT + / [a(T) — p(T,0 — AG)] dT
P (0) 0,0)

0;(9)
:/ [u(r,0) — p(1, 0 — A9)] dT + / [a(T) — p(r, 0 — AG)] dT,
Pi(6) 0;(0)

(4.45)
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where the third equality is due to fact that on the event {F;(0) <1<
Q;(0)}, one has a(t) = p(t,6). Subtracting equation (4.45) from equation
(4.44) yields

t

[Mﬂ@‘#ﬁﬁ—A@MT—A;JMﬂ@

Q;(0)
Y(6,0) — Y (1,0 — A9) — —/

P (6)

— (1,0 — AD)| dr

=~ [ u(r0) ~ utr. - a0
P:(0)

"
)

whence,

_ _ t
lim Y(6,0) - Y(,0-A0) / dr,
AO—0 Af " (0)

which is the requisite result.
Case 2: event G;(0) (\{P;(0) = Q;(f)}. On this event, equation (4.40) and part (b)
of Lemma 7 imply that for sufficiently small A§ > 0,

(1,0 - A0) — /Q o) (0 a0

The rest of the proof is a simplified version of that in Case 1 above.
|
For eachj=1,2,...,J(0), partition the interval (Q;(6), R;(f)) by two sequences of
subintervals as follows:

1. Define (Gjn(0), Hjm(0)), m =1,2,...,M;(#), to be the extremal subintervals of
(Qj(0),R;(6)) in which I(t,6) > 0

2. Define (U;j,(0),V;n(0)), n=1,2,...,N;(#), to be the extremal subintervals
(Q;(0), R;(0)) in which B(t,0) > 0.

By Assumption 1, M;(6) and N;(0) are finite for all j, w.p.1.
We shall need the following horizon-dependent random indices. The restriction
of J() to a finite time horizon [0, 7] is

_ [ max{j > 1: Q;(#) < T},if it exists
J(T.0) = {0, otherwise. (4.46)

The restriction of K;(6) to a finite time horizon [0, 7] is

‘ [ max{k > 1: E;;(#) < T},if it exists
Ki(T,0) = {O, otherwise. (4.47)

The restriction of M;(f) to a finite time horizon [0, 77 is

A [ max{m > 1: G;,,() < T},if it exists
M;(T.0) = {0, otherwise. (4.48)
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The restriction of N;(6) to a finite time horizon [0, 7] is

' [ max{n > 1: Uj,(¢) < T},if it exists
Ni(T,0) = {07 otherwise. (4.49)

THEOREM 4 W.p.1, the IPA derivatives of the inventory time average with respect to the
production rate parameter are given for all T > 0 and 0 € © as follows:

J(T.,0) M;(T,0

d 1 . .
a0 =37 mZ [min{H,,n(0). T} = Gyun(0)] [min{H,.,(0), T}
+ Gj,m(9) —20(0)] (4.50)
d | T M(To
== Li(T.0) = ; 2 mm{H,m T} = Gjm(0)] [min{H; (), T}
1 ITH KT .
+ Gin(0) = 2P} (0)] + 5z > D min{Fjx(0), T} — Ejx(0)
=0 k=1
(4.51)
Proof: We show that Leibniz’s rule can be applied to equation (2.10) yielding
d 1 d T
%L,(Tﬁ)zfﬁ t,0 ——/ ﬁlt 0)d (4.52)

To this end, note that /(¢,6) = 0 on the events {U;,, <t < Vj,},j=1,...,J(8),n=
1,...,N;(#), so that %I (t,0) = 0 by part (c) of Assumption 1. From equation (3.4),
I(t,0) =S — Y(t,0) on all other events. Consequently, by part (b) of Assumption 4
we can write

d d
20 d&iy(t’a)'
Next, note that Assumption 1 and Lemmas 8 and 9 ensure that w.p.1., the sided
derivatives d9i I(t, 0) exist and are finite over the interval [0, T], except p0551bly for a
finite number of time points. Furthermore, since the starting time and ending time in
the integral of equation (4.52) are independent of 6, it follows from Corollary 2 that
the differentiation and the integration operations commute there. The theorem now
follows by substituting the values of the derivatives computed in Lemmas 8 and 9
into equation (4.52). [ ]

—1(t,0) =

THEOREM 5 W.p.1, the IPA derivatives of the backorder time average with respect to
the production rate parameter are given for all T > 0 and 0 € © as follows:

A L(T,0)= 5 Z Z (min{Va(0), T} = Uyn(0) lmin{ Via(0), T}

+ Ujn(0) —2Q;(0)] (4.53)
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T.0) N,(T0)
A L(T.0)= - Z Z [min{V;s(6), T} — Uj(6)][min{V;0(60), T}
+ Ujn(6) — 2P} (6)] (4.54)

Proof: First note that on the events {U;, <t < Vj,} for all j=1,...,J(T,0),
n=1,...,N;(T,0), one has B(t,0) = Y(t,0) — S by equation (3.4). Consequently, by
part (b) of Assumption 4 we can write

d d
—B(t,0) =——Y(¢
7= B,0) = 22 Y(1,0).
On all other events, B(t,0) = 0 trivially, so it follows from part (c) of Assumption 1
that —4- B(z,6) = 0 there. The rest of the proof is similar to that of Theorem 4. W

Clearly, if «(r) < pu(t,0) for all r € [0, T] satisfying Y (z,6) = 0, then the left and
right derivatives of L; are identical, and so are those of Lg.

Finally, we show that the IPA derivatives with respect to the production rate
parameter are unbiased.

THEOREM 6 Under Assumptions 1 and 4, the sided IPA derivatives with respect to the
production rate parameter, & L;(T,0) and & Lg(T,0), are unbiased for all T > 0
and 0 € O.

Proof: Theorems 4 and 5 ensure that for all 7 > 0, Condition (a) of Fact 1 is
satisfied for both L;(7,60) and Lg(T,0). For any 6,0, € O,

Li(T,01) — Li(T,0,)| = —I(t,0,)] dt
ILi(T.60) = Li(T.62)] = [§ Ji I B) 455)
< LT |1 : 1>—1(r,02)\dr < T|6y — 0],
where the second inequality is a consequence of Corollary 2. Similarly,
|Lp(T,01) — Lg(T,0,)| < T|01 — 6,]. (4.56)

Equations (4.55) and (4.56) establish that Condition (b) of Fact 1 holds for both
L;(T,0) and Lg(T,0), thereby completing their proof of unbiasedness. ]

5 Discussion

This paper formulates Make-to-Stock (MTS) production inventory systems with
backorders in stochastic fluid model (SFM) setting, and derives comprehensive
formulas for IPA derivatives of the time averages of inventory and backorder levels
with respect to the base-stock level and a production rate parameter. All IPA
derivatives obtained are shown to be unbiased.

Since the theoretical results provide a basis for potential IPA-based design and
on-line control of MTS systems, a number of issues merit additional discussion. First
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and foremost, how can IPA derivatives be used to good effect? The point of
computing IPA derivatives with respect to control parameters is to extract
sensitivity information on performance metrics in addition to the metrics them-
selves; in MTS systems, the metrics might be time averages of inventory levels and
backorder levels, and the control parameters might be the base-stock level and
production capacity. Certainly, long-run IPA derivatives may be used to optimize
long-run performance metrics with respect to control parameters, using their [IPA
derivatives to search for optimal parameters [cf. Cassandras et al. (2002)].
Furthermore, in on-line control applications, one can continually measure perfor-
mance metrics of interest, as well as their transient IPA derivatives, and devise
control policies based on both that take actions at discrete times. In particular, one
can employ a quick linear prediction (first-order Taylor Series) to predict system
performance metrics under changed parameters, and use the prediction in the
control policy. Finally, since a control action generally restarts the system from a
new state, the transient IPA derivative would have to be reset and their computa-
tion restarted from the new (initial) state.

Second, it is worth emphasizing the role of right and left IPA derivatives. For
example, suppose the control parameter is the base-stock level (i.e., S(f) = 6) and
the initial inventory level is precisely that same base-stock level (i.e., I(0) = §(0)),
and consider changing the value of §. Then, prospective raising of the base-stock
level would make use of the right derivative, while prospective lowering of the base-
stock level would make use of the left derivative. As those sided derivatives differ,
both of them are necessary for on-line control applications.

Third, in regard to applications, it is further worth pointing out that the
nonparametric nature of all IPA derivatives renders them usable in principle in
both simulation and real-life systems. Of course, actual implementation of the
corresponding formulas would require mapping IPA derivative estimators from the
discrete-flow paradigm to the continuous-flow paradigm. As far as computer imple-
mentation is concerned, although the formulas appear to be complex, all IPA deri-
vatives are readily computable, requiring modest computational resources (CPU
time and storage). In fact, all IPA derivatives can be computed incrementally in
time, with computational updates triggered by the occurrence of hitting times
based on selected value changes in the state of the system (e.g., the inventory or
backorder level becoming positive or ceasing to be positive).

Finally, a key issue is whether or not a fluid-flow paradigm can be successfully
applied to production-inventory systems that have discrete rather than continuous
flows. Since IPA derivatives for discrete-flow systems are biased, comparisons must
be indirect and experiential. We mention that some prior experience with IPA-
based predictions in the context of packet flows in telecommunications queueing
systems supports such paradigm mix [see Cassandras et al. (2002)]. However, a real
test of the success of an IPA-based application is the delivery of improvements in
system performance metrics (e.g., service levels) over extant methods. This will be
the subject of future work.

Acknowledgments This research was done under the auspices of the Rutgers Center of Supply
Chain Management at the Rutgers Business School — Newark and New Brunswick.

@ Springer



222 Methodol Comput Appl Probab (2006) 8: 191-222

References

J. Buzacott, S. Price, and J. Shanthikumar, “Service level in multi-stage MRP and base-stock
controlled production systems,” In G. Fandel, T. Gulledge, and A. Hones (eds.), New Directions
for Operations Research in Manufacturing, pp. 445-463, Springer, Berlin, Germany, 1991.

C. G. Cassandras, Y. Wardi, B. Melamed, G. Sun, and C. G. Panayiotou, “Perturbation analysis for
on-line control and optimization of stochastic fluid models,” IEEE Transactions on Automatic
Control vol. AC-47(8) pp. 1234-1248, 2002.

M. C. Fu, “Optimization via simulation: A review,” Annals of Operations Research vol. 53 pp. 199
247, 19%4a.

M. C. Fu, “Sample path derivatives for (s,.5) inventory systems,” Operations Research vol. 42 pp.

351-364, 1994b.

P. Glasserman, Gradient Estimation via Perturbation Analysis, Kluwer Academic Publishers,
Boston, MA, 1991.

P. Glasserman, and S. Tayur, “Sensitivity analysis for base-stock levels in multiechelon production-
inventory systems,” Management Science vol. 41 pp. 263-281, 1995.

H. Heidelberger, X. R. Cao, M. Zazanis, and R. Suri, “Convergence properties of infinitesimal
analysis estimates,” Management Science vol. 34 pp. 1281-1302, 1988.

Y. C. Ho, and X. R. Cao, Perturbation Analysis of Discrete Event Simulation, Kluwer Academic
Publishers, Boston, MA, 1991.

U. Karmarkar, “Lot sizes, lead-times and in-process inventories,” Management Science vol. 33 pp.
409-419, 1987.

I. Paschalidis, Y. Liu, C. G. Cassandras, and C. Panayiotou, “Inventory Control for Supply Chains
with Service Level Constraints: A Synergy between Large Deviations and Perturbation
Analysis,” Annals of Operations Research vol. 126 pp. 231-258, 2004.

R. Y. Rubinstein, and A. Shapiro, Discrete Event Systems: Sensitivity Analysis and Stochastic
Optimization by the Score Function Method, John Wiley and Sons, New York, NY, 1993.

M. H. Veatch, “Using fluid solutions in dynamic scheduling,” In S. B. Gershwin, Y. Dallery, C. T.
Papadopoulos, and J. M. Smith (eds.), Analysis and Modeling of Manufacturing Systems, pp.
399-426, Kluwer, New York, 2002.

Y. Wardi, and B. Melamed, “Variational bounds and sensitivity analysis of continuous flow models,”
Journal of Discrete Event Dynamic Systems vol. 11(3) pp. 249-282, 2001.

Y. Wardi, B. Melamed, C. G. Cassandras, and C. G. Panayiotou, “On-line IPA gradient estimators
in stochastic continuous fluid models,” Journal of Optimization Theory and Applications vol.
115(2) pp. 369-405, 2002.

L. M. Wein, “Dynamic scheduling of a multiclass Make-to-Stock queue,” Operations Research vol. 40
pp. 724-735, 1992.

Y. Zhao, and B. Melamed, “Make-to-Stock systems with backorders: IPA gradients,” In Winter
Simulation Conference (WSC 04), Washington D.C., December 5-8, pp. 559-567, 2004.

P. Zipkin, “Models for design and control of stochastic, multi-item batch production systems,”
Operations Research vol. 34 pp. 91-104, 1986.

@ Springer



	IPA Derivatives for Make-to-Stock Production-Inventory Systems with Backorders
	Abstract
	Introduction
	The Make-to-Stock Model
	Mapping MTS Systems to SFM Versions
	Performance Metrics and Parameters
	Assumptions

	Variational Bounds
	Variational Bounds With Respect to the Base-Stock Level
	Variational Bounds With Respect to the Production Rate Parameter

	IPA Derivatives
	IPA Derivatives with Respect to the Base-Stock Level
	IPA Derivatives with Respect to the Production Rate Parameter

	Discussion
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AardvarkPSMT
    /AceBinghamSH
    /AddisonLibbySH
    /AGaramond-Italic
    /AGaramond-Regular
    /AkbarPlain
    /Albertus-Bold
    /AlbertusExtraBold-Regular
    /AlbertusMedium-Italic
    /AlbertusMedium-Regular
    /AlfonsoWhiteheadSH
    /Algerian
    /AllegroBT-Regular
    /AmarilloUSAF
    /AmazoneBT-Regular
    /AmeliaBT-Regular
    /AmerigoBT-BoldA
    /AmerTypewriterITCbyBT-Medium
    /AndaleMono
    /AndyMacarthurSH
    /Animals
    /AnneBoleynSH
    /Annifont
    /AntiqueOlive-Bold
    /AntiqueOliveCompact-Regular
    /AntiqueOlive-Italic
    /AntiqueOlive-Regular
    /AntonioMountbattenSH
    /ArabiaPSMT
    /AradLevelVI
    /ArchitecturePlain
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialMTBlack-Regular
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeLight
    /ArialUnicodeLight-Bold
    /ArialUnicodeLight-BoldItalic
    /ArialUnicodeLight-Italic
    /ArrowsAPlentySH
    /ArrusBT-Bold
    /ArrusBT-BoldItalic
    /ArrusBT-Italic
    /ArrusBT-Roman
    /Asiana
    /AssadSadatSH
    /AvalonPSMT
    /AvantGardeITCbyBT-Book
    /AvantGardeITCbyBT-BookOblique
    /AvantGardeITCbyBT-Demi
    /AvantGardeITCbyBT-DemiOblique
    /AvantGardeITCbyBT-Medium
    /AvantGardeITCbyBT-MediumOblique
    /BankGothicBT-Light
    /BankGothicBT-Medium
    /Baskerville-Bold
    /Baskerville-Normal
    /Baskerville-Normal-Italic
    /BaskOldFace
    /Bauhaus93
    /Bavand
    /BazookaRegular
    /BeauTerrySH
    /BECROSS
    /BedrockPlain
    /BeeskneesITC
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BenguiatITCbyBT-Bold
    /BenguiatITCbyBT-BoldItalic
    /BenguiatITCbyBT-Book
    /BenguiatITCbyBT-BookItalic
    /BennieGoetheSH
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BernhardBoldCondensedBT-Regular
    /BernhardFashionBT-Regular
    /BernhardModernBT-Bold
    /BernhardModernBT-BoldItalic
    /BernhardModernBT-Italic
    /BernhardModernBT-Roman
    /Bethel
    /BibiGodivaSH
    /BibiNehruSH
    /BKenwood-Regular
    /BlackadderITC-Regular
    /BlondieBurtonSH
    /BodoniBlack-Regular
    /Bodoni-Bold
    /Bodoni-BoldItalic
    /BodoniBT-Bold
    /BodoniBT-BoldItalic
    /BodoniBT-Italic
    /BodoniBT-Roman
    /Bodoni-Italic
    /BodoniMTPosterCompressed
    /Bodoni-Regular
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolFive
    /BookshelfSymbolFour
    /BookshelfSymbolOne-Regular
    /BookshelfSymbolThree-Regular
    /BookshelfSymbolTwo-Regular
    /BookwomanDemiItalicSH
    /BookwomanDemiSH
    /BookwomanExptLightSH
    /BookwomanLightItalicSH
    /BookwomanLightSH
    /BookwomanMonoLightSH
    /BookwomanSwashDemiSH
    /BookwomanSwashLightSH
    /BoulderRegular
    /BradleyHandITC
    /Braggadocio
    /BrailleSH
    /BRectangular
    /BremenBT-Bold
    /BritannicBold
    /Broadview
    /Broadway
    /BroadwayBT-Regular
    /BRubber
    /Brush445BT-Regular
    /BrushScriptMT
    /BSorbonna
    /BStranger
    /BTriumph
    /BuckyMerlinSH
    /BusoramaITCbyBT-Medium
    /Caesar
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-Italic
    /CalligrapherRegular
    /CameronStendahlSH
    /Candy
    /CandyCaneUnregistered
    /CankerSore
    /CarlTellerSH
    /CarrieCattSH
    /CaslonOpenfaceBT-Regular
    /CassTaylorSH
    /CDOT
    /Centaur
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturyOldStyle-BoldItalic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Cezanne
    /CGOmega-Bold
    /CGOmega-BoldItalic
    /CGOmega-Italic
    /CGOmega-Regular
    /CGTimes-Bold
    /CGTimes-BoldItalic
    /CGTimes-Italic
    /CGTimes-Regular
    /Charting
    /ChartreuseParsonsSH
    /ChaseCallasSH
    /ChasThirdSH
    /ChaucerRegular
    /CheltenhamITCbyBT-Bold
    /CheltenhamITCbyBT-BoldItalic
    /CheltenhamITCbyBT-Book
    /CheltenhamITCbyBT-BookItalic
    /ChildBonaparteSH
    /Chiller-Regular
    /ChuckWarrenChiselSH
    /ChuckWarrenDesignSH
    /CityBlueprint
    /Clarendon-Bold
    /Clarendon-Book
    /ClarendonCondensedBold
    /ClarendonCondensed-Bold
    /ClarendonExtended-Bold
    /ClassicalGaramondBT-Bold
    /ClassicalGaramondBT-BoldItalic
    /ClassicalGaramondBT-Italic
    /ClassicalGaramondBT-Roman
    /ClaudeCaesarSH
    /CLI
    /Clocks
    /ClosetoMe
    /CluKennedySH
    /CMBX10
    /CMBX5
    /CMBX7
    /CMEX10
    /CMMI10
    /CMMI5
    /CMMI7
    /CMMIB10
    /CMR10
    /CMR5
    /CMR7
    /CMSL10
    /CMSY10
    /CMSY5
    /CMSY7
    /CMTI10
    /CMTT10
    /CoffeeCamusInitialsSH
    /ColetteColeridgeSH
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CommercialPiBT-Regular
    /CommercialScriptBT-Regular
    /Complex
    /CooperBlack
    /CooperBT-BlackHeadline
    /CooperBT-BlackItalic
    /CooperBT-Bold
    /CooperBT-BoldItalic
    /CooperBT-Medium
    /CooperBT-MediumItalic
    /CooperPlanck2LightSH
    /CooperPlanck4SH
    /CooperPlanck6BoldSH
    /CopperplateGothicBT-Bold
    /CopperplateGothicBT-Roman
    /CopperplateGothicBT-RomanCond
    /CopticLS
    /Cornerstone
    /Coronet
    /CoronetItalic
    /Cotillion
    /CountryBlueprint
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /CSSubscript
    /CSSubscriptBold
    /CSSubscriptItalic
    /CSSuperscript
    /CSSuperscriptBold
    /Cuckoo
    /CurlzMT
    /CybilListzSH
    /CzarBold
    /CzarBoldItalic
    /CzarItalic
    /CzarNormal
    /DauphinPlain
    /DawnCastleBold
    /DawnCastlePlain
    /Dekker
    /DellaRobbiaBT-Bold
    /DellaRobbiaBT-Roman
    /Denmark
    /Desdemona
    /Diploma
    /DizzyDomingoSH
    /DizzyFeiningerSH
    /DocTermanBoldSH
    /DodgenburnA
    /DodoCasalsSH
    /DodoDiogenesSH
    /DomCasualBT-Regular
    /Durian-Republik
    /Dutch801BT-Bold
    /Dutch801BT-BoldItalic
    /Dutch801BT-ExtraBold
    /Dutch801BT-Italic
    /Dutch801BT-Roman
    /EBT's-cmbx10
    /EBT's-cmex10
    /EBT's-cmmi10
    /EBT's-cmmi5
    /EBT's-cmmi7
    /EBT's-cmr10
    /EBT's-cmr5
    /EBT's-cmr7
    /EBT's-cmsy10
    /EBT's-cmsy5
    /EBT's-cmsy7
    /EdithDaySH
    /Elephant-Italic
    /Elephant-Regular
    /EmGravesSH
    /EngelEinsteinSH
    /English111VivaceBT-Regular
    /English157BT-Regular
    /EngraversGothicBT-Regular
    /EngraversOldEnglishBT-Bold
    /EngraversOldEnglishBT-Regular
    /EngraversRomanBT-Bold
    /EngraversRomanBT-Regular
    /EnviroD
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /ErasITC-Ultra
    /ErnestBlochSH
    /EstrangeloEdessa
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /EuroRoman
    /EuroRomanOblique
    /ExxPresleySH
    /FencesPlain
    /Fences-Regular
    /FifthAvenue
    /FigurineCrrCB
    /FigurineCrrCBBold
    /FigurineCrrCBBoldItalic
    /FigurineCrrCBItalic
    /FigurineTmsCB
    /FigurineTmsCBBold
    /FigurineTmsCBBoldItalic
    /FigurineTmsCBItalic
    /FillmoreRegular
    /Fitzgerald
    /Flareserif821BT-Roman
    /FleurFordSH
    /Fontdinerdotcom
    /FontdinerdotcomSparkly
    /FootlightMTLight
    /ForefrontBookObliqueSH
    /ForefrontBookSH
    /ForefrontDemiObliqueSH
    /ForefrontDemiSH
    /Fortress
    /FractionsAPlentySH
    /FrakturPlain
    /Franciscan
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /FranklinUnic
    /FredFlahertySH
    /Freehand575BT-RegularB
    /Freehand591BT-RegularA
    /FreestyleScript-Regular
    /Frutiger-Roman
    /FTPMultinational
    /FTPMultinational-Bold
    /FujiyamaPSMT
    /FuturaBlackBT-Regular
    /FuturaBT-Bold
    /FuturaBT-BoldCondensed
    /FuturaBT-BoldItalic
    /FuturaBT-Book
    /FuturaBT-BookItalic
    /FuturaBT-ExtraBlack
    /FuturaBT-ExtraBlackCondensed
    /FuturaBT-ExtraBlackCondItalic
    /FuturaBT-ExtraBlackItalic
    /FuturaBT-Light
    /FuturaBT-LightItalic
    /FuturaBT-Medium
    /FuturaBT-MediumCondensed
    /FuturaBT-MediumItalic
    /GabbyGauguinSH
    /GalliardITCbyBT-Bold
    /GalliardITCbyBT-BoldItalic
    /GalliardITCbyBT-Italic
    /GalliardITCbyBT-Roman
    /Garamond
    /Garamond-Antiqua
    /Garamond-Bold
    /Garamond-Halbfett
    /Garamond-Italic
    /Garamond-Kursiv
    /Garamond-KursivHalbfett
    /Garcia
    /GarryMondrian3LightItalicSH
    /GarryMondrian3LightSH
    /GarryMondrian4BookItalicSH
    /GarryMondrian4BookSH
    /GarryMondrian5SBldItalicSH
    /GarryMondrian5SBldSH
    /GarryMondrian6BoldItalicSH
    /GarryMondrian6BoldSH
    /GarryMondrian7ExtraBoldSH
    /GarryMondrian8UltraSH
    /GarryMondrianCond3LightSH
    /GarryMondrianCond4BookSH
    /GarryMondrianCond5SBldSH
    /GarryMondrianCond6BoldSH
    /GarryMondrianCond7ExtraBoldSH
    /GarryMondrianCond8UltraSH
    /GarryMondrianExpt3LightSH
    /GarryMondrianExpt4BookSH
    /GarryMondrianExpt5SBldSH
    /GarryMondrianExpt6BoldSH
    /GarryMondrianSwashSH
    /Gaslight
    /GatineauPSMT
    /Gautami
    /GDT
    /Geometric231BT-BoldC
    /Geometric231BT-LightC
    /Geometric231BT-RomanC
    /GeometricSlab703BT-Bold
    /GeometricSlab703BT-BoldCond
    /GeometricSlab703BT-BoldItalic
    /GeometricSlab703BT-Light
    /GeometricSlab703BT-LightItalic
    /GeometricSlab703BT-Medium
    /GeometricSlab703BT-MediumCond
    /GeometricSlab703BT-MediumItalic
    /GeometricSlab703BT-XtraBold
    /GeorgeMelvilleSH
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSansBC
    /GillSans-Bold
    /GillSans-BoldItalic
    /GillSansCondensed-Bold
    /GillSansCondensed-Regular
    /GillSansExtraBold-Regular
    /GillSans-Italic
    /GillSansLight-Italic
    /GillSansLight-Regular
    /GillSans-Regular
    /GoldMinePlain
    /Gonzo
    /GothicE
    /GothicG
    /GothicI
    /GoudyHandtooledBT-Regular
    /GoudyOldStyle-Bold
    /GoudyOldStyle-BoldItalic
    /GoudyOldStyleBT-Bold
    /GoudyOldStyleBT-BoldItalic
    /GoudyOldStyleBT-Italic
    /GoudyOldStyleBT-Roman
    /GoudyOldStyleExtrabold-Regular
    /GoudyOldStyle-Italic
    /GoudyOldStyle-Regular
    /GoudySansITCbyBT-Bold
    /GoudySansITCbyBT-BoldItalic
    /GoudySansITCbyBT-Medium
    /GoudySansITCbyBT-MediumItalic
    /GraceAdonisSH
    /Graeca
    /Graeca-Bold
    /Graeca-BoldItalic
    /Graeca-Italic
    /Graphos-Bold
    /Graphos-BoldItalic
    /Graphos-Italic
    /Graphos-Regular
    /GreekC
    /GreekS
    /GreekSans
    /GreekSans-Bold
    /GreekSans-BoldOblique
    /GreekSans-Oblique
    /Griffin
    /GrungeUpdate
    /Haettenschweiler
    /HankKhrushchevSH
    /HarlowSolid
    /HarpoonPlain
    /Harrington
    /HeatherRegular
    /Hebraica
    /HeleneHissBlackSH
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /Helvetica-Oblique
    /HenryPatrickSH
    /Herald
    /HighTowerText-Italic
    /HighTowerText-Reg
    /HogBold-HMK
    /HogBook-HMK
    /HomePlanning
    /HomePlanning2
    /HomewardBoundPSMT
    /Humanist521BT-Bold
    /Humanist521BT-BoldCondensed
    /Humanist521BT-BoldItalic
    /Humanist521BT-Italic
    /Humanist521BT-Light
    /Humanist521BT-LightItalic
    /Humanist521BT-Roman
    /Humanist521BT-RomanCondensed
    /IBMPCDOS
    /IceAgeD
    /Impact
    /Incised901BT-Bold
    /Incised901BT-Light
    /Incised901BT-Roman
    /Industrial736BT-Italic
    /Informal011BT-Roman
    /InformalRoman-Regular
    /Intrepid
    /IntrepidBold
    /IntrepidOblique
    /Invitation
    /IPAExtras
    /IPAExtras-Bold
    /IPAHighLow
    /IPAHighLow-Bold
    /IPAKiel
    /IPAKiel-Bold
    /IPAKielSeven
    /IPAKielSeven-Bold
    /IPAsans
    /ISOCP
    /ISOCP2
    /ISOCP3
    /ISOCT
    /ISOCT2
    /ISOCT3
    /Italic
    /ItalicC
    /ItalicT
    /JesterRegular
    /Jokerman-Regular
    /JotMedium-HMK
    /JuiceITC-Regular
    /JupiterPSMT
    /KabelITCbyBT-Book
    /KabelITCbyBT-Ultra
    /KarlaJohnson5CursiveSH
    /KarlaJohnson5RegularSH
    /KarlaJohnson6BoldCursiveSH
    /KarlaJohnson6BoldSH
    /KarlaJohnson7ExtraBoldCursiveSH
    /KarlaJohnson7ExtraBoldSH
    /KarlKhayyamSH
    /Karnack
    /Kartika
    /Kashmir
    /KaufmannBT-Bold
    /KaufmannBT-Regular
    /KeplerStd-Black
    /KeplerStd-BlackIt
    /KeplerStd-Bold
    /KeplerStd-BoldIt
    /KeplerStd-Italic
    /KeplerStd-Light
    /KeplerStd-LightIt
    /KeplerStd-Medium
    /KeplerStd-MediumIt
    /KeplerStd-Regular
    /KeplerStd-Semibold
    /KeplerStd-SemiboldIt
    /KeystrokeNormal
    /Kidnap
    /KidsPlain
    /Kindergarten
    /KinoMT
    /KissMeKissMeKissMe
    /KoalaPSMT
    /KorinnaITCbyBT-Bold
    /KorinnaITCbyBT-KursivBold
    /KorinnaITCbyBT-KursivRegular
    /KorinnaITCbyBT-Regular
    /KristenITC-Regular
    /Kristin
    /KunstlerScript
    /KyotoSong
    /LainieDaySH
    /LandscapePlanning
    /Lapidary333BT-Bold
    /Lapidary333BT-BoldItalic
    /Lapidary333BT-Italic
    /Lapidary333BT-Roman
    /Latha
    /LatinoPal3LightItalicSH
    /LatinoPal3LightSH
    /LatinoPal4ItalicSH
    /LatinoPal4RomanSH
    /LatinoPal5DemiItalicSH
    /LatinoPal5DemiSH
    /LatinoPal6BoldItalicSH
    /LatinoPal6BoldSH
    /LatinoPal7ExtraBoldSH
    /LatinoPal8BlackSH
    /LatinoPalCond4RomanSH
    /LatinoPalCond5DemiSH
    /LatinoPalCond6BoldSH
    /LatinoPalExptRomanSH
    /LatinoPalSwashSH
    /LatinWidD
    /LatinWide
    /LeeToscanini3LightSH
    /LeeToscanini5RegularSH
    /LeeToscanini7BoldSH
    /LeeToscanini9BlackSH
    /LeeToscaniniInlineSH
    /LetterGothic12PitchBT-Bold
    /LetterGothic12PitchBT-BoldItal
    /LetterGothic12PitchBT-Italic
    /LetterGothic12PitchBT-Roman
    /LetterGothic-Bold
    /LetterGothic-BoldItalic
    /LetterGothic-Italic
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LetterGothic-Regular
    /LibrarianRegular
    /LinusPSMT
    /Lithograph-Bold
    /LithographLight
    /LongIsland
    /LubalinGraphMdITCTT
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /LydianCursiveBT-Regular
    /Magneto-Bold
    /Mangal-Regular
    /Map-Symbols
    /MarcusHobbesSH
    /Mariah
    /Marigold
    /MaritaMedium-HMK
    /MaritaScript-HMK
    /Market
    /MartinMaxxieSH
    /MathTypeMed
    /MatisseITC-Regular
    /MaturaMTScriptCapitals
    /MaudeMeadSH
    /MemorandumPSMT
    /Metro
    /Metrostyle-Bold
    /MetrostyleExtended-Bold
    /MetrostyleExtended-Regular
    /Metrostyle-Regular
    /MicrogrammaD-BoldExte
    /MicrosoftSansSerif
    /MikePicassoSH
    /MiniPicsLilEdibles
    /MiniPicsLilFolks
    /MiniPicsLilStuff
    /MischstabPopanz
    /MisterEarlBT-Regular
    /Mistral
    /ModerneDemi
    /ModerneDemiOblique
    /ModerneOblique
    /ModerneRegular
    /Modern-Regular
    /MonaLisaRecutITC-Normal
    /Monospace821BT-Bold
    /Monospace821BT-BoldItalic
    /Monospace821BT-Italic
    /Monospace821BT-Roman
    /Monotxt
    /MonotypeCorsiva
    /MonotypeSorts
    /MorrisonMedium
    /MorseCode
    /MotorPSMT
    /MSAM10
    /MSLineDrawPSMT
    /MS-Mincho
    /MSOutlook
    /MSReference1
    /MSReference2
    /MTEX
    /MTEXB
    /MTEXH
    /MT-Extra
    /MTGU
    /MTGUB
    /MTLS
    /MTLSB
    /MTMI
    /MTMIB
    /MTMIH
    /MTMS
    /MTMSB
    /MTMUB
    /MTMUH
    /MTSY
    /MTSYB
    /MTSYH
    /MT-Symbol
    /MTSYN
    /Music
    /MVBoli
    /MysticalPSMT
    /NagHammadiLS
    /NealCurieRuledSH
    /NealCurieSH
    /NebraskaPSMT
    /Neuropol-Medium
    /NevisonCasD
    /NewMilleniumSchlbkBoldItalicSH
    /NewMilleniumSchlbkBoldSH
    /NewMilleniumSchlbkExptSH
    /NewMilleniumSchlbkItalicSH
    /NewMilleniumSchlbkRomanSH
    /News702BT-Bold
    /News702BT-Italic
    /News702BT-Roman
    /Newton
    /NewZuricaBold
    /NewZuricaItalic
    /NewZuricaRegular
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NigelSadeSH
    /Nirvana
    /NuptialBT-Regular
    /OCRAbyBT-Regular
    /OfficePlanning
    /OldCentury
    /OldEnglishTextMT
    /Onyx
    /OnyxBT-Regular
    /OpenSymbol
    /OttawaPSMT
    /OttoMasonSH
    /OzHandicraftBT-Roman
    /OzzieBlack-Italic
    /OzzieBlack-Regular
    /PalatiaBold
    /PalatiaItalic
    /PalatiaRegular
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /PalmSpringsPSMT
    /Pamela
    /PanRoman
    /ParadisePSMT
    /ParagonPSMT
    /ParamountBold
    /ParamountItalic
    /ParamountRegular
    /Parchment-Regular
    /ParisianBT-Regular
    /ParkAvenueBT-Regular
    /Patrick
    /Patriot
    /PaulPutnamSH
    /PcEncodingLowerSH
    /PcEncodingSH
    /Pegasus
    /PenguinLightPSMT
    /PennSilvaSH
    /Percival
    /PerfectRegular
    /Pfn2BlackItalic
    /Phantom
    /PhilSimmonsSH
    /Pickwick
    /PipelinePlain
    /Playbill
    /PoorRichard-Regular
    /Poster
    /PosterBodoniBT-Italic
    /PosterBodoniBT-Roman
    /Pristina-Regular
    /Proxy1
    /Proxy2
    /Proxy3
    /Proxy4
    /Proxy5
    /Proxy6
    /Proxy7
    /Proxy8
    /Proxy9
    /Prx1
    /Prx2
    /Prx3
    /Prx4
    /Prx5
    /Prx6
    /Prx7
    /Prx8
    /Prx9
    /Pythagoras
    /Raavi
    /Ranegund
    /Ravie
    /Ribbon131BT-Bold
    /RMTMI
    /RMTMIB
    /RMTMIH
    /RMTMUB
    /RMTMUH
    /RobWebsterExtraBoldSH
    /Rockwell
    /Rockwell-Bold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /RomanC
    /RomanD
    /RomanS
    /RomanT
    /Romantic
    /RomanticBold
    /RomanticItalic
    /Sahara
    /SalTintorettoSH
    /SamBarberInitialsSH
    /SamPlimsollSH
    /SansSerif
    /SansSerifBold
    /SansSerifBoldOblique
    /SansSerifOblique
    /Sceptre
    /ScribbleRegular
    /ScriptC
    /ScriptHebrew
    /ScriptS
    /Semaphore
    /SerifaBT-Black
    /SerifaBT-Bold
    /SerifaBT-Italic
    /SerifaBT-Roman
    /SerifaBT-Thin
    /Sfn2Bold
    /Sfn3Italic
    /ShelleyAllegroBT-Regular
    /ShelleyVolanteBT-Regular
    /ShellyMarisSH
    /SherwoodRegular
    /ShlomoAleichemSH
    /ShotgunBT-Regular
    /ShowcardGothic-Reg
    /Shruti
    /SignatureRegular
    /Signboard
    /SignetRoundhandATT-Italic
    /SignetRoundhand-Italic
    /SignLanguage
    /Signs
    /Simplex
    /SissyRomeoSH
    /SlimStravinskySH
    /SnapITC-Regular
    /SnellBT-Bold
    /Socket
    /Sonate
    /SouvenirITCbyBT-Demi
    /SouvenirITCbyBT-DemiItalic
    /SouvenirITCbyBT-Light
    /SouvenirITCbyBT-LightItalic
    /SpruceByingtonSH
    /SPSFont1Medium
    /SPSFont2Medium
    /SPSFont3Medium
    /SpsFont4Medium
    /SPSFont4Medium
    /SPSFont5Normal
    /SPSScript
    /SRegular
    /Staccato222BT-Regular
    /StageCoachRegular
    /StandoutRegular
    /StarTrekNextBT-ExtraBold
    /StarTrekNextPiBT-Regular
    /SteamerRegular
    /Stencil
    /StencilBT-Regular
    /Stewardson
    /Stonehenge
    /StopD
    /Storybook
    /Strict
    /Strider-Regular
    /StuyvesantBT-Regular
    /StylusBT
    /StylusRegular
    /SubwayRegular
    /SueVermeer4LightItalicSH
    /SueVermeer4LightSH
    /SueVermeer5MedItalicSH
    /SueVermeer5MediumSH
    /SueVermeer6DemiItalicSH
    /SueVermeer6DemiSH
    /SueVermeer7BoldItalicSH
    /SueVermeer7BoldSH
    /SunYatsenSH
    /SuperFrench
    /SuzanneQuillSH
    /Swiss721-BlackObliqueSWA
    /Swiss721-BlackSWA
    /Swiss721BT-Black
    /Swiss721BT-BlackCondensed
    /Swiss721BT-BlackCondensedItalic
    /Swiss721BT-BlackExtended
    /Swiss721BT-BlackItalic
    /Swiss721BT-BlackOutline
    /Swiss721BT-Bold
    /Swiss721BT-BoldCondensed
    /Swiss721BT-BoldCondensedItalic
    /Swiss721BT-BoldCondensedOutline
    /Swiss721BT-BoldExtended
    /Swiss721BT-BoldItalic
    /Swiss721BT-BoldOutline
    /Swiss721BT-Italic
    /Swiss721BT-ItalicCondensed
    /Swiss721BT-Light
    /Swiss721BT-LightCondensed
    /Swiss721BT-LightCondensedItalic
    /Swiss721BT-LightExtended
    /Swiss721BT-LightItalic
    /Swiss721BT-Roman
    /Swiss721BT-RomanCondensed
    /Swiss721BT-RomanExtended
    /Swiss721BT-Thin
    /Swiss721-LightObliqueSWA
    /Swiss721-LightSWA
    /Swiss911BT-ExtraCompressed
    /Swiss921BT-RegularA
    /Syastro
    /Sylfaen
    /Symap
    /Symath
    /SymbolGreek
    /SymbolGreek-Bold
    /SymbolGreek-BoldItalic
    /SymbolGreek-Italic
    /SymbolGreekP
    /SymbolGreekP-Bold
    /SymbolGreekP-BoldItalic
    /SymbolGreekP-Italic
    /SymbolGreekPMono
    /SymbolMT
    /SymbolProportionalBT-Regular
    /SymbolsAPlentySH
    /Symeteo
    /Symusic
    /Tahoma
    /Tahoma-Bold
    /TahomaItalic
    /TamFlanahanSH
    /Technic
    /TechnicalItalic
    /TechnicalPlain
    /TechnicBold
    /TechnicLite
    /Tekton-Bold
    /Teletype
    /TempsExptBoldSH
    /TempsExptItalicSH
    /TempsExptRomanSH
    /TempsSwashSH
    /TempusSansITC
    /TessHoustonSH
    /TexCatlinObliqueSH
    /TexCatlinSH
    /Thrust
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-ExtraBold
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Oblique
    /Times-Roman
    /Times-Semibold
    /Times-SemiboldItalic
    /TimesUnic-Bold
    /TimesUnic-BoldItalic
    /TimesUnic-Italic
    /TimesUnic-Regular
    /TonyWhiteSH
    /TransCyrillic
    /TransCyrillic-Bold
    /TransCyrillic-BoldItalic
    /TransCyrillic-Italic
    /Transistor
    /Transitional521BT-BoldA
    /Transitional521BT-CursiveA
    /Transitional521BT-RomanA
    /TranslitLS
    /TranslitLS-Bold
    /TranslitLS-BoldItalic
    /TranslitLS-Italic
    /TransRoman
    /TransRoman-Bold
    /TransRoman-BoldItalic
    /TransRoman-Italic
    /TransSlavic
    /TransSlavic-Bold
    /TransSlavic-BoldItalic
    /TransSlavic-Italic
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /TribuneBold
    /TribuneItalic
    /TribuneRegular
    /Tristan
    /TrotsLight-HMK
    /TrotsMedium-HMK
    /TubularRegular
    /Tunga-Regular
    /Txt
    /TypoUprightBT-Regular
    /UmbraBT-Regular
    /UmbrellaPSMT
    /UncialLS
    /Unicorn
    /UnicornPSMT
    /Univers
    /UniversalMath1BT-Regular
    /Univers-Bold
    /Univers-BoldItalic
    /UniversCondensed
    /UniversCondensed-Bold
    /UniversCondensed-BoldItalic
    /UniversCondensed-Italic
    /UniversCondensed-Medium
    /UniversCondensed-MediumItalic
    /Univers-CondensedOblique
    /UniversExtended-Bold
    /UniversExtended-BoldItalic
    /UniversExtended-Medium
    /UniversExtended-MediumItalic
    /Univers-Italic
    /UniversityRomanBT-Regular
    /UniversLightCondensed-Italic
    /UniversLightCondensed-Regular
    /Univers-Medium
    /Univers-MediumItalic
    /URWWoodTypD
    /USABlackPSMT
    /USALightPSMT
    /Vagabond
    /Venetian301BT-Demi
    /Venetian301BT-DemiItalic
    /Venetian301BT-Italic
    /Venetian301BT-Roman
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /VinetaBT-Regular
    /Vivaldii
    /VladimirScript
    /VoguePSMT
    /Vrinda
    /WaldoIconsNormalA
    /WaltHarringtonSH
    /Webdings
    /Weiland
    /WesHollidaySH
    /Wingdings-Regular
    /WP-HebrewDavid
    /XavierPlatoSH
    /YuriKaySH
    /ZapfChanceryITCbyBT-Bold
    /ZapfChanceryITCbyBT-Medium
    /ZapfDingbatsITCbyBT-Regular
    /ZapfElliptical711BT-Bold
    /ZapfElliptical711BT-BoldItalic
    /ZapfElliptical711BT-Italic
    /ZapfElliptical711BT-Roman
    /ZapfHumanist601BT-Bold
    /ZapfHumanist601BT-BoldItalic
    /ZapfHumanist601BT-Italic
    /ZapfHumanist601BT-Roman
    /ZappedChancellorMedItalicSH
    /ZurichBT-BlackExtended
    /ZurichBT-Bold
    /ZurichBT-BoldCondensed
    /ZurichBT-BoldCondensedItalic
    /ZurichBT-BoldItalic
    /ZurichBT-ExtraCondensed
    /ZurichBT-Italic
    /ZurichBT-ItalicCondensed
    /ZurichBT-Light
    /ZurichBT-LightCondensed
    /ZurichBT-Roman
    /ZurichBT-RomanCondensed
    /ZurichBT-RomanExtended
    /ZurichBT-UltraBlackExtended
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


